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Abstract 
Modern production processes’ complexity increases steadily. Therefore, virtual planning has been prevailed 
as a method used to evaluate risks and costs before the concrete realization of production processes. In doing 
so, virtual planning uses a number of numerical simulation tools that differ in the simulated production tech-
niques as well as in the considered problem domains. Users may choose between tailor-made, thus costly, 
simulation tools delivering accurate results and off-the-shelf, thus less costly, simulation tools causing post-
processing efforts. Thereby, simulating a whole production process is often hardly realizable due to insufficient 
prediction accuracy or the missing support of a production technique. The supposed solution of interconnect-
ing different simulation tools to solve such problems is hardly applicable as incompatible file formats, mark-up 
languages and models describing simulated objects cause an inconsistency of data and interfaces. This paper 
presents the architecture of a framework for adaptive data integration that enables the interconnection of such 
numerical simulation tools of a specific domain. 
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1 INTRODUCTION 
The increasing complexity of modern production pro-
cesses requires their simulation before they can be imple-
mented into a real environment. Besides, the requirement 
of a lasting optimization in production processes is best 
achieved by making use of simulations [36][38]. Because 
of high costs and time needs, it is hardly possible to real-
ize such simulations or optimizations by experiments 
representing the complete production process. Hence, the 
usual approach to realize these with minimized experi-
mental effort consists in the use of computational simula-
tion tools. Unfortunately, because of the highly specific 
types of these simulation tools, the underlying models are 
heterogeneous and therefore incompatible in most cases. 
Furthermore, these tools mostly regard single aspects of 
the production process, like heat treatment or welding 
aspects, and do not consider information gained from 
simulation results of previous steps. Consequently, 
interactions of effects on different scales are oversimplified 
or conditionally included in the used simulation models (e. 
g. material models). Thus, it is necessary to manually link 
the simulations by creating translation tools and providing 
the needed infrastructure. In the field of simulations, the 
process development time using manually linked simula-
tions incurs an overhead of 60% solely caused by the 
manual operation of the individual simulation components 
and translation tools of a simulation chain [30]. Hence, to 
benefit from the simulation, it is necessary to realize the 
interconnection in a semi-automatic way.  
Facilitating such an interconnection of highly interdepen-
dent models firstly requires the identification and assess-
ment of the character of interdependencies between the 
models. Secondly, translators considering these inter-
dependencies and facilitating the interconnection between 
these models have to be created and thirdly, the degree of 
data resolution necessary for adequately representing the 
interdependencies has to be adjusted. Because the 
simulation model and its outcome highly depend on the 
concrete data, such a translator has to consider the data 
structure as well as its instantiation at runtime. 
In this paper, a framework is presented that uses adaptive 
data integration to provide base implementations of meth-
ods and structures that facilitates the interconnection of 
heterogeneous simulation tools. In contrast to existing 
solutions, the framework and its translators use domain-
specific knowledge for realizing the interconnection. It has 

been successfully adopted to implement the AixViPMaP® 
(Aachen (Aix) Virtual Platform for Materials Processing) 
[7]. 
The paper is structured as follows: In section 2, the current 
state of the art will be outlined in order to provide a 
foundation for the following sections. Subsequently, an 
overview of a concrete case study of the framework will be 
described in section 3 that will be used to explain the 
framework as well as the underlying technologies and 
methods. Section 4 gives an insight into the architecture of 
the framework, whereas section 5 focuses on the adaptive 
data integration. In section 6, a conclusion and an outlook 
will be drawn from the insights generated in this paper. 

2 STATE OF THE ART 
Integration problems belong to the most frequented topics 
with reference to finding answers to questions which are 
raised across application boundaries [17][24]. The com-
plexity of such integration problems, in particular in the 
domain of simulation tools, arises by reason of the many 
topics that have to be regarded to provide a solution: Be-
sides application interconnection on the technical level, 
the data has to be propagated and consolidated. Further-
more, user interfaces are required to model the underlying 
process and to visualize the data for the purpose of analy-
sis. In addition, the integration of data requires the 
knowledge and thus the comprehension of the underlying 
processes on a domain expert’s level. Because of those 
reasons, integration solutions are often specialized and 
highly adapted to the specific field of application. One 
example of such a solution is the Cyber-Infrastructure for 
Integrated Computational Material Engineering (ICME) [2] 
concerning the interconnection of MATLAB applications. 
Other examples are solutions that require the making of 
adjustments on the source level of the application, like 
CHEOPS [29] or the FlowVR toolkit [19]. Yet others re-
quire the implementation of standards like SimVis [15]. 
Realizing a flexible solution, the technical, the data and the 
semantic level have to be taken into account. 
On the technical level, simulation tools are special soft-
ware components that run on corresponding hardware 
resources. Starting with remote procedure calls (RPC) 
[27], the Common Object Request Broker Architecture 
(CORBA®) [11], web services and concepts like service-
oriented architectures (SOA) [31] or ones specific to grid 
computing such as the open grid services architecture 
(OGSA) [25], there are currently a number of different 



concepts at various levels of abstraction for creating a 
distributed software architecture. Hence, the whole area of 
“simulation coupling” presents a heterogeneous landscape 
of concepts and different views as to what is meant by 
“simulation coupling”. 
On the data and on the semantic level, different research 
areas are working on the raised problems and promising 
contributions have been provided in the last decades. 
Application integration is concerned with the development 
and evaluation of methods and algorithms that allow appli-
cation functionalities to be integrated along processes 
[18][32]. Information integration, in turn, deals with the 
evaluation of methods and algorithms that can be used to 
merge information from different sources [17][28]. Data 
warehouses are a popular example of the use of infor-
mation integration methods. Another example is the infor-
mation integration of meta-search engines, which gather 
and display information from numerous search engines. 
Both application and information integration, have in com-
mon that they can only be successful if the heterogeneity 
between the pieces of information or applications that are 
shared can be overcome. A variety of preliminary studies 
have identified different heterogeneity conflicts [12][39] 
that can be generally classified as syntactic, structural or 
semantic. In the past, a variety of methods and algorithms 
have been developed to overcome these conflicts. In 
particular, the definition of data exchange standards is 
often proposed as one possible solution. In the field of 
production technology, numerous standards have been 
introduced including the Initial Graphics Exchange 
Specification (IGES) developed in the United States, the 
French standard for data exchange and transfer “Standard 
d’Exchange et de Transfer (SET)” and the German neutral 
file format for the exchange of surface geometry within the 
automobile industry “Verband Deutscher Automobilher-
steller – Flächen-Schnittstellen (VDAFS)” [23]. Such 
standards are usually limited to specific disciplines and 
this inhibits all-embracing, cross-disciplinary integration. In 
turn, the Standard for the Exchange of Product Model Data 
(STEP) aims at the definition of a standard that is not 
limited to specific disciplines [35]. Such standards are 
characterized by complex specifications and by a slow 
realization of necessary adjustments [18]. Although the 
complexity is often not needed by specific disciplines, it is 
essential for the realisation of the interconnection as the 
standard needs to be supported by each tool.  
More promising solutions developed within the last years 
have been results of research projects involving semantic 
technologies. The already mentioned Service-Oriented-
Architecture (SOA), which is an essential model for 
developing software out of reusable and distributed ser-
vices [13], might serve as an example. SOA has been 
commonly lauded as a silver bullet for application integra-
tion problems [4][5]. In traditional scenarios, where work-
flow and business processes rely on syntactically specified 
and fix processes, services have been a way to facilitate a 
loose coupling between interacting services using 
adaptors or mediators as translators between different 
models and formats. Thereby, as already described, it 
requires substantial manual effort to define such adaptors 
and mediators. Semantic Web Services have been a pro-
posal to provide formal declarative definitions of the 
semantics of services and to facilitate a higher level of 
automation in using services [5]. However, such ap-
proaches are in need of semi-automated and automated 
concepts to search and locate services as well as to select 
and compose them to handle a given task (e.g. the 
translation of data, so that it can be used by another 
simulation). Thereby, semi-automatic or automatic service 
composition requires information about the service’s se-
mantics and the used data structures. Several conceptual 

models [33] like SAWSDL [14], WSDL-S, WSMO and 
OWL-S to describe the semantics of a service and frame-
works like WSMX [22] and METEOR-S [21] to provide the 
base functions for discovery, selection, ranking, composi-
tion, orchestration and invocation of services have been 
proposed. However, many scenarios (cf. chapter 3) require 
the consideration of conditions during service composition 
that are only knowable at runtime. Hence, common solu-
tions for service selection cannot be employed. Instead, 
the framework uses a similar approach as presented in [1] 
facilitating the replacement or the selection of services that 
fit in a current context. Therefore, the traditional approach, 
which comprises the modifying of process models with 
branches mapping all possible contexts, becomes un-
necessary. 

3 CASE STUDY  
As described in chapter 1, the aim of the framework is to 
provide a generic, flexible solution for interconnecting 
heterogeneous numerical simulations so that the simula-
tion of whole production processes becomes possible. In 
this section, an example scenario is described that will be 
used in the following sections to explain the architecture 
as well as the underlying technologies and methods. The 
example is an extract of the scenarios implemented in the 
AixViPMaP®. 
In the test case, the production process of a line pipe 
focusing on the material models using different hetero-
geneous simulation tools has been the object of con-
sideration. The simulation has to consider the macro- and 
the micro-level. The process and the involved simulation 
tools are depicted in Figure 1. 

 

Figure 1 : Simulation process and simulation tools 

The simulation process starts with the simulation of the 
annealing, the hot rolling as well as the controlled cooling 
using the software tool CASTS. In the next step, the cut-
ting and the casting of the line pipe are simulated with the 
aid of Abaqus. The welding and the expanding of the line-
pipe are simulated via SimWeld, a tool which has been 
developed by the Welding and Joining Institute (ISF) of the 
RWTH Aachen University, and via SysWeld, a software 
product contrived by the ESI-Group [16]. Furthermore, the 
simulation of modifications in the microstructure of the 
assembly will be realized by making use of Micress [37] 
and Homat [3], which were both developed by Access e. 
V. 
All simulation tools that are employed on the macro level 
are based upon the finite element method. Hence, each 
tool requires a finite element model as input enriched by 
tool-specific configuration data. In the following, it is 
described how the translation process between the models 
of the simulation tools Abaqus and SimWeld can be real-
ized and how it depends on the instantiation of the finite 
element model. Two example translation processes are 
visualized in Figure 2.  



 
Figure 2: Translation process for different cell topologies

Both Abaqus and SimWeld use different start indexes to 
uniquely indicate the nodes and elements of the finite 
element model. In addition, the labelling of spatially re-
solved properties differs (e.g. temperature). Hence, the 
translation process has to resort the indices of the nodes 
and the elements and it has to rename the labelling of 
relevant properties. More complex is the handling of the 
element topology. Because SimWeld does only support 
hexahedrons as element topology, the given finite element 
model has to consist of elements of this type or it has to 
be translated by the translation process. In the case of 
tetrahedrons, such a translation cannot be realized without 
making use of remeshing methods. For this example, it is 
assumed that such a remeshing is not available. Hence, 
the translation cannot be realised for such an initial state. 
In traditional approaches, a translation process for each 
possible initial and target state would be deployed. Un-
known states could not be handled, even if the needed 
transformation would be available. Hence, instead of using 
the traditional approach, the framework uses semantic 
technologies to identify the initial and the target state and 
to identify the required translation process.  

4 ARCHITECTURE  
The architecture of the framework is based upon a mes-
sage-oriented approach. Thereby, messages are employ-
ed to facilitate the communication between the services by 
making use of a message bus. A message contains all 
information that is necessary to execute a service. This 
includes the message header containing technical data 
like information about the sender and the receiver as well 
as the message body that involves data semantically re-
lated to the simulation tool that has created the data. 
Following the example (cf. section 3), the input and the 
output data of the simulation tools are written into different 
data files. Hence, the message body has to contain infor-
mation about the location of such files. 
Messages are exchanged by services following a defined 
process, whereby the process does not determine which 
service has to be executed. Instead, the framework exe-
cutes a generic translation process each time a simulation 
tool produces data that have to be used by another 
simulation tool. The translation process focuses on the 
translation of the different kinds of data by considering the 
target format and, optionally, the storage of data for a con-
tinuous analysis after the simulation process has been 
finished completely. Hence, a central functionality of the 
framework is to provide and to monitor such generic 
translation processes. A translation process has to be able 
to resolve differences between the supported data for-

mats. If numerous applications had to communicate with 
each other, such a generic translation process would have 
to consider each possible pair of applications, which would 
in turn result in a high complexity of such a process. The 
complexity can be reduced by dividing the required 
functionality into different services and by introducing a so-
called Canonical Data Model [26]. Such a model provides 
an additional level of indirection between applications’ 
individual data formats. Following the service-oriented 
approach, a translation process can then be described by 
composing three types of services: a service for integrat-
ing data into the Canonical Data Model, which is called 
Integrator, a service for extracting data from the Canonical 
Data Model, which is called Extractor, and a service to 
transform the data in such a way that it can be extracted. 
Figure 3 summarizes this approach. 

 

Figure 3: Service-oriented translation process 

The concrete Integrator and Extractor have to be specified 
during runtime as the concrete simulation process is not 
known previously. Hence, the Integrator and the Extractor 
can be defined as so-called service templates [1]. The 
transform service is more complex than the Integrator and 
the Extractor and cannot be described by a service tem-
plate. Instead, the transformation of data itself requires the 
composition of concrete services, whereby, unlike the 
generic translation process, the required service templates 
are unknown to the greatest possible extent. The 
determination of the service composition and the execu-
tion is the main functionality of the adaptive data integra-
tion, which is outlined in detail in section 5. The described 
functionality is summed up by the integration layer of the 
framework. 
Besides the translation of data, the framework comprises 
another functionality required to facilitate the linking and 
the execution of the simulation tools on the technical level. 
As described in section 2, a wide range of solutions has 
been focused by the research. Instead of selecting one so-
lution, the framework facilitates the usage of different so-
lutions considering the domain-specific requirements. 



Therefore, a gateway [26] is used that connects the se-
lected middleware to the integration layer. The gateway 
extends the middleware functionality, namely the 
interconnection of different simulation resources, by func-
tions that facilitate a message-oriented communication. 
Within the AixViPMaP®, a gateway for the application-
oriented middleware Condor [10] has been implemented 
and integrated into the framework. Summarized, the 
architecture of the framework is depicted in Figure 4. 

 

Figure 4: Architecture of the framework 

The figure extends the previously described layers and 
components by a service registry, a service provider and a 
process manager. The service registry is a central service 
used to find, register and unregister service providers and 
their corresponding services. The service provider is a 
collection of different services and facilitates the overcom-
ing of the technical heterogeneity between the message 
bus and concrete services. It contains service activators 
[26] for different service protocols like the web protocols 
SOAP and WSDL and implements required functionality 
like the registration in the service registry. Hence, concrete 
service implementations do not have to implement any 
specific interfaces to work within the framework. The pro-
cess manager provides the functionality to monitor and to 
execute translation processes. It triggers the Integrator 
and the Extractor services as well as the adaptive data 
integration. 

5 ADAPTIVE DATA INTEGRATION  
The adaptive data integration focuses on the automated 
determination of a service composition considering the 
current context of data. The main goal is to overcome the 
structural and semantic heterogeneity by considering do-
main-specific knowledge so that the data can be handled 
by an extraction service. Thereby, an extraction service 
does not contain any validation or transformation steps, 
with the exception of syntactical transformations (e.g. 
number format). Instead, the adaptive data integration 
supports the extraction service with regard to the extrac-
tion of data and the loading of it into the desired format 
without being dependent on a complex rule-based trans-
lation process. The determination of the required service 
composition is realized within three steps (cf. Figure 5). 

 

Figure 5: Process for service composition and execution 

First, the existing data is analysed. The goal of the anal-
ysis is the determination of so-called features that are ful-
filled by the data. A feature is domain-specific and expres-
ses a structural or semantic property that is satisfied by 
the data. In addition, the analysis step determines features 
that have to be fulfilled by the data to satisfy the require-
ments of the specific output format. Second, following the 
analysis step, planning algorithms are used to find a data 
translation process that transforms and enriches data in 
such a way that the transformed data fulfils the requested 
features. After the planning is finished, the determined 
service composition is executed in a third step. The 
transformation algorithms are realized as services. Hence, 
they are loosely coupled and can be run in a distributed 
environment. In the following, the different process steps 
are described in detail. 
The analysis step serves the purpose of evaluating a given 
set of data and of identifying domain specific features 
fulfilled by this set. It is implemented into a so-called Ana-
lyser service that represents, similar to the Integrator and 
Extractor service, a template for services with such 
functionalities. Therefore, first of all, the structure and the 
semantics of the data have to be specified in a formal, 
explicit specification so that this information can be con-
sulted by the analysis. In addition, the features that have 
to be evaluated have to be specified in a similar way. 
Following the example presented in section 3, possible 
features are the cell topology of the finite element model, 
properties of the node and the element index, like the 
starting number, or the dimensionality of the data. The 
presented approach makes use of the Web Ontology 
Language (OWL) [8] to specify the features and the data 
structure with the help of ontologies. Figure 6 illustrates an 
excerpt of the data structure ontology.  

 

Figure 6: Example of data structure conceptualisation  

By making use of ontologies, the fulfilment of a feature can 
be determined by reasoning. Because of the huge 
amounts of data that have to be analysed, the framework 
contains a so-called ontology-based analyser. Similar to 
the KAON2 reasoner [20], it supports the definition of 
mappings between the data structures specified in the 
ontology and a relational data model. However, instead of 
defining the mapping in a separated configuration file, this 
analyser supports ontology-annotations. Hence, instead of 
being limited to the KAON2 reasoner, different reasoners 
can be used. Figure 6 shows the example depicted in 
Figure 7 extended by annotations. 

 

Figure 7: Annotations for data structure conceptualisation 

The ontology-based analyser employs this information to 
evaluate the given data. Until now, the analyser only sup-
ports relational database and the query language SQL. 
Figure 8 depicts the concept of the ontology-based an-
alyser.  



 

Figure 8: Example of the ontology-based analyser service  

Subsequent to the analysis, the planning step is executed. 
The aim of this step is to identify a composition of availa-
ble transformation services that transforms and enriches 
the data in such a way that the requirements of the subse-
quent Extractor service, defined by a feature list, are ful-
filled by the data. The approach makes use of SAWSDL 
(Semantic Annotations for WSDL and XML Schema) [14] 
to specify the services’ semantics. The preconditions and 
effects of the different transformation services are formally 
specified in OWL ontologies. The result of the planning is 
the required translation process that is finally executed by 
the process manager. The process is exemplarily visual-
ized in Figure 9. 

 

Figure 9: Example of planning and execution 

For the realisation of the planning, the fast-forward plan-
ning system [34], which has been integrated into the 
framework, is used. In the example formerly presented 
within this paper, the initial mesh is structured and con-
sists of voxel elements. In addition, it has a node property 
named ‘concM’. The indexing of the nodes and elements 
is closed, which means there are no gaps in the number-
ing of the index, starting with zero. For extracting the data 
into the desired target format, the mesh has to fulfil a set 
of features defined in the target state. These features 
determine that the mesh has to be unstructured and that it 
consists of hexahedrons. Besides, the indexing of nodes 
and elements has to be closed and started by one. Hence, 
the planning algorithm would determine a plan that con-
tains three steps. First, the structured mesh would be 
transformed into an unstructured one. Second, the cell 
topology would be translated from voxel to hexahedron 
and at least, the node and element indices would be re-
sorted so that they start by one. 

6 CONCLUSION 
In this paper, the architecture of a framework which facili-
tates the interconnection of heterogeneous numerical 
simulations has been presented. In the process, adaptive 
data integration assures data consistency at the syntac-
tical, structural and semantic level. The framework has 
been successfully used to implement the AixViPMaP®, 
which allows new ways of exploration and investigation of 
simulation data at an inter-simulation tool level.  
As presented, the complexity of the researched case study 
is determined by the complex data structures and seman-
tics that have to be analysed to find appropriated services. 
The framework handles this complexity by providing the 
concept of adaptive data integration. This facilitates the 

analysis of data and the determination of features that are 
used to define the requirements of each simulation tool. By 
describing the set of features that are changed by a 
transformation service, the framework supplies analysis, 
planning and execution services to identify if a translation 
process exists and how it has to be executed in case of its 
existence. 
Currently, the framework focuses on the problem of data 
heterogeneity and does not consider additional information 
like the Quality of Service (QoS) to evaluate a determined 
translation process. In the future, the framework could be 
extended by such aspects. Promising solutions for QoS 
can be found in [6][9]. However, because the framework is 
currently not to be used in open environments, the 
consideration of quality aspects is not the main focus.  
Instead, the framework will be extended by an analysis 
layer to provide a complete solution for simulation inter-
connection and integrated analysis - a so-called Virtual 
Production Intelligence solution. 
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