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Abstract 
The ageing of Lithium-ion batteries can be described as change of state of health (∆𝑆𝑂𝐻). It depends 

on the battery’s operation during charging, discharging, and rest phases. Mapping the operation 

conditions during these phases for long time windows to a ∆𝑆𝑂𝐻 enables forecasting the battery’s SOH. 

With SOH forecasting fleet managers of battery electric vehicle (BEV) fleets can plan vehicle 

replacement and optimize the fleet’s operational strategy. Inspired by the applicability from a user’s 

perspective of fleet managers and battery designers, this work motivates and defines key criteria for 

SOH forecasting models. The key criteria concern the encoding of information in the model inputs, 

model transferability to other batteries, and the applicability to 2nd life battery applications. Based on 

these key criteria we review SOH forecasting models. Currently, only few models satisfy the majority 

of the defined key criteria, while three others only fail at two key criteria. The majority (71 %) of the 

methods use machine learning models which can be seen as current research trend due to the complex 

dependence of battery operational data and battery ageing. We show limitations of the applicability and 

comparability of existing models due to different data sets, different metrics, different output values, 

and different forecast horizons. Furthermore, code and data are only rarely shared and publicly available.  

 

Keywords: Lithium-ion battery; battery electric vehicles; state of health; battery ageing; forecasting; 

machine learning 
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1 Introduction 
With worldwide rising registrations of new battery electric vehicles (BEV) the battery’s state of health 

(SOH) becomes a priority of customers, researchers, and industrials [1,2]. The SOH compares the 

current state of the battery to the state of a new battery at its beginning of life (BOL) and depends on 

the usage and environmental conditions of the battery [3–5]. With increasing battery ageing the 

battery’s SOH and the range of BEVs decrease. But also for other battery applications like grid energy 

storage und electric trains the SOH is relevant [6,7]. 

In the literature, we observe two methodological principles: SOH estimation and SOH forecasting. First, 

SOH estimation is the determination of the 𝑆𝑂𝐻(𝑡) at a certain point in time 𝑡. SOH estimation for 

future SOH is often called SOH prediction in the literature when applicability in the future is doubtful. 

Second, battery ageing is a state change of the SOH from a current 𝑆𝑂𝐻(𝑡1) to a future 𝑆𝑂𝐻(𝑡2) due 

to ageing causes. SOH forecasting is predicting this state change (∆𝑆𝑂𝐻) or the future 𝑆𝑂𝐻(𝑡2) given 

information on the battery operational load during the period of time ∆𝑡 = 𝑡2 − 𝑡1 until the future point 

in time 𝑡2. Thus, compared to SOH forecasting, the SOH estimation does not model a change in state, 

but only a determination of state. 

Within many surveys, different methods for SOH estimation of batteries are examined and compared 

[8–11]. The same applies for predicting of the remaining useful life (RUL) which provides similar 

information like the SOH [12,13]. Some surveys also address both [14–16]. Thereby, the applicability 

of the reviewed methods is limited for SOH forecasting because they lack input information on the 

future battery operational load. This means the methods assume the same load from the past also in the 

future. However, as Lucu et al. [17] note, batteries in real-world operation, e.g. in automotive 

applications, exhibit varying loads during the battery's lifetime. Therefore, information about the future 

operating load of the battery is essential for a SOH forecast. 

A study by Badey et al. [18] with similar subject matter is ten years old: In it methods for SOH 

forecasting, such as physically based models (equivalent circuit models (ECM) and empirical models), 

mathematical models (artificial neural network (ANN)), and fatigue models (Wöhler and Weighted-Ah 

method) are investigated. However, this study does not define key criteria for a structured comparison 

of the different methods. A review by Collath et al. [19] published 2022 is examining methods for aging 

aware operation of battery energy storage systems (BESS), e.g. for peak shaving or Vehicle-To-Grid 

(V2G) applications. Their focus is on scheduling of stationary batteries but not on battery operation in 

automotive applications. 

A model for SOH forecasting becomes necessary in several application areas. For example, cloud-based 

fleet services depend on suitable SOH forecasting models. Assuming a certain usage scenario of a BEV 

fleet, the fleet manager can forecast the battery SOH of the fleet’s vehicles and knows, when a vehicle 

replacement due to battery deterioration will be required. Furthermore, battery designers can conduct 

virtual battery ageing experiments by adapting the usage scenario data. As an example, the maximum 

discharge current can be limited above a certain temperature threshold. After adapting the usage 

scenario data, the model will output its effect on the SOH. This enables a prescriptive analysis and 

recommendations for an operational strategy for BEV fleets including fleet charging management. 

Another model application is related to 2nd life screening: Old cells with similar SOH shall be grouped 

together to be assembled as new battery packs for 2nd life applications [20,21]. Determining the current 

SOH is the task of SOH estimation. However, it will be beneficial if the future SOH of the cells stays 

similar. This can be ensured by SOH forecasting, especially by probabilistic SOH forecasting. 

Furthermore, SOH forecasting models can be applied for matching batteries at the end of their 1st life. 

Potential 2nd life applications like BESS for grid energy are specified by operational conditions and an 

EOL criterion. Given these operational conditions of the 2nd life, users could back-calculate a minimum 

required SOH after 1st life that ensures meeting the 2nd life EOL criterion. The same way users can adapt 

the operational conditions in 1st life to simulate possible scenarios to transition to 2nd life. Such a model 

can also be interesting for insurances to cover battery manufacturers warranties [22]. 
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SOH forecasting based on real-world data until now has only rarely been conducted on a large scale 

because of a lack of publicly available data. Only now with the transition to BEVs more data becomes 

available. Especially intensive usages of BEVs in fleets for Mobility-as-a-Service (MaaS) are 

interesting for data collection. However, the use case of MaaS came up first 2017 [23]. Only a year later 

MOIA started which is the first ride pooling MaaS in Germany [24]. Because of these changes now 

SOH forecasting becomes more feasible and relevant. 

This paper contributes first a) the definition of different SOHs on cell and pack level, b) the comparison 

of SOH estimation and forecasting, and the comparison of c) SOH and RUL. Second, key criteria are 

defined for SOH forecasting models motivated by the real-world model application of BEV fleet 

manager and battery designers. Third, differences of battery operation in laboratory and real-world 

vehicle operation are summarized. Fourth, a literature survey for SOH forecasting models is conducted 

based on the previously defined key criteria. Fifth, limitations of applicability and comparability of 

existing models are discussed. 

The remainder of this paper is structured as follows: In Section 2, the object of investigation is specified: 

SOH and RUL are defined as well as SOH estimation and forecasting get differentiated. Further, this 

survey and the key criteria are motivated in more detail. In Section 3, we outline how we determined 

the database for the survey and how we conducted the subsequent screening and analysis. In Section 4, 

SOH forecasting methods are structured and presented. Section 5 concludes our work. 

2 Object of Investigation 
2.1 State of Health 
The SOH compares the current state of the battery to the state of a new battery at its BOL [3–5]. The 

SOH can be defined differently depending on the view point, e.g. of a manufacturer and battery user 

[5]. Any state variable that changes with ageing may be suitable for the definition of the SOH, like the 

number of charging/discharging cycles [10], the voltage change caused by the load of a power or current 

profile [25], AC impedance, self-discharge rate, and power density [3,26,27]. These can be used 

individually or jointly [27], e.g. as a vector, arithmetic mean, or geometric mean. Commonly, the SOH 

is described by the internal resistance 𝑅 or the remaining capacity 𝐶 [28,29]. The resistance-based SOH 

(𝑆𝑂𝐻R) is the current internal ohmic resistance 𝑅(𝑡) relative to the internal ohmic resistance of a new 

battery 𝑅nom [30–32]:0F0F

1  

𝑆𝑂𝐻R(𝑡) =
𝑅(𝑡)

𝑅nom
. (1) 

Analogous, the capacity-based SOH (𝑆𝑂𝐻C ) denotes the remaining capacity 𝐶(𝑡)  relative to the 

nominal capacity 𝐶nom  which is specified by the battery manufacturer for a certain battery type 

[5,14,31–33]:1F1F

2 

𝑆𝑂𝐻(𝑡) = 𝑆𝑂𝐻C(𝑡) =
𝐶(𝑡)

𝐶nom
. (2) 

Usually, 𝐶nom is similar to the initial capacity 𝐶(𝑡0) at the BOL of a new battery, i.e. after production, 

but due to deviations in the manufacturing process there may be differences [14]. Measuring the 

capacity requires standard operational conditions regarding the temperature and charge-discharge 

profile [34]. In the following, we focus on the 𝑆𝑂𝐻C, for simplicity referred to as SOH because it reflects 

the energy capability and the range of BEVs. The 𝑆𝑂𝐻R would be interesting for hybrid electric vehicles 

(HEVs) and electric trains, i.e. battery electric multiple units (BEMUs), because it reflects the power 

capability [6,35,36]. 

 
1 Other definitions of 𝑆𝑂𝐻R are presented in the Appendix in Eqs. (33) - (35). 
2 Another definition of 𝑆𝑂𝐻C is presented in the Appendix in Eq. (14). 
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Most literature focuses on the SOH of battery cells. However, in most applications including BEVs, not 

single battery cells, but battery systems are used. Synonymously to the term battery system sometimes 

the term battery pack is used [37–40]. A battery pack is an energy storage device composed of one or 

several electrically connected cells or modules. A battery module is a group of battery cells in series (s) 

and/or parallel (p) connection [41,42] as depicted in Figure 1 a) and b). Usually, series and parallel 

circuits are combined: A parallel connection consisting of cells in series connection is called parallel-

series (ps) connection as in Figure 1 c). A series connection consisting of cells in parallel connection is 

called series-parallel (sp) connection as in Figure 1 d). For example, 3s4p abbreviates three cells in 

series and four in parallel. The amount, connection, and split of the cells into modules and packs 

depends on the battery application. For further information consider [3,41]. 

Figure 1: Cells in series (s), parallel (p), parallel-series (ps) and series-parallel (sp) connection. 

 
a) Series (s) connection 

 

 
b) Parallel (p) connection 

 

 
c) Parallel-series (ps) connection 

 
d) Series-parallel (sp) connection 

 

The battery management system (BMS) protects the battery against failure modes like overcharging, 

overdischarging, high and low temperatures, as well as short circuiting. It also ensures that the cells in 

a pack have the same state of charge (SOC), i.e. voltage, which is called cell balancing. Cell balancing 

maximizes the battery’s useable amount of charge because the cell with the lowest voltage determines 

the end of discharging and the cell with the highest voltage determines the end of charging, both when 

hitting the respective voltage limits. Active cell balancing is only necessary in series connections, as 

cells in parallel connection balance each other automatically because of Kirchhoff's voltage law [3].  

Warner [3] and Kampker [41] state that the total capacity of a battery pack is limited by the cell with 

the lowest capacity in the pack. More precisely, this only applies to cells in series connection because 

the cell with the lowest capacity will reach the voltage limits first [43,44]. The capacity 𝐶s(𝑡) of 𝑛s 
cells in series connection is the lowest capacity of the cells in series connection 𝐶𝑖(𝑡) [45,46]: 

𝐶s(𝑡) = min
𝑖

𝐶𝑖(𝑡)  with 𝑖 = 1,2, . . . , 𝑛s (3) 
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assuming that all cells have the same internal resistance 𝑅(𝑡).2F2F

3 

The capacity 𝐶p(𝑡) of 𝑛p cells in parallel connection is the sum of the single cells’ capacities 𝐶𝑗(𝑡) 

following Kirchhoff's current law [46,47]: 

𝐶p(𝑡) = ∑ 𝐶𝑗(𝑡)
𝑛p
𝑗=1

 with 𝑗 = 1,2, . . . , 𝑛p. (4) 

With Eqs. (2) and (3) follows, that the SOH of cells in series connection 𝑆𝑂𝐻C,s(𝑡) is the cells’ minimal 

𝑆𝑂𝐻C,𝑖(𝑡) assuming 𝐶nom is the same for all cells [45,46,48]:3F3F

4 

𝑆𝑂𝐻C,s(𝑡) = min
𝑖

𝑆𝑂𝐻C,𝑖(𝑡) with 𝑖 = 1,2, . . . , 𝑛s. (5) 

Analogous with Eqs. (2) and (4) follows that the SOH of cells in parallel connection 𝑆𝑂𝐻C,p(𝑡) is the 

average of all single cells’ 𝑆𝑂𝐻C,𝑗(𝑡) assuming 𝐶nom is the same for all cells [46]: 

𝑆𝑂𝐻C,p(𝑡) =
1

𝑛p
∑ 𝑆𝑂𝐻C,𝑗(𝑡)
𝑛p
𝑗=1

 with 𝑗 = 1,2, . . . , 𝑛p. (6) 

Thus, a faster degradation of a single cell has a bigger influence on the SOH in a series connection than 

in a parallel connection. This corresponds with the results of Jeng et al. [44]. Both Eqs. (5) and (6) are 

derived step by step in the Appendix in Eqs. (15) - (17) and (18) - (19) respectively.4F4F

5 

With Eqs. (5) and (6) follows that the 𝑆𝑂𝐻C,ps(𝑡) of cells in parallel-series connection is the sum over 

all the parallel connections’ SOH which each is determined by the minimum 𝑆𝑂𝐻  of the series 

connection [46]: 

𝑆𝑂𝐻C,ps(𝑡) =
1

𝑛p
∑min

𝑖
 𝑆𝑂𝐻C,𝑖𝑗(𝑡)

𝑛p

𝑗=1

 (7) 

with 𝑖 = 1,2, . . . , 𝑛s, and 𝑗 = 1,2, . . . , 𝑛p, and assuming 𝐶nom is the same for all cells. 

Analogous with Eqs. (5) and (6) follows that the 𝑆𝑂𝐻C,sp(𝑡) of cells in series-parallel connection is the 

minimum of all series connections SOH’s which each is determined by the minimum 𝑆𝑂𝐻 of the 

parallel connection [46]: 

𝑆𝑂𝐻C,sp(𝑡) =
1

𝑛p
min
𝑖

∑𝑆𝑂𝐻C,𝑖𝑗(𝑡)

𝑛p

𝑗=1

 (8) 

with 𝑖 = 1,2, . . . , 𝑛s, and 𝑗 = 1,2, . . . , 𝑛p, and assuming 𝐶nom is the same for all cells. Both Eqs. (7) and 

(8) are derived step by step in the Appendix in Eqs. (20) - (23) and (24) - (27) respectively. Overall, it 

is desirable to build packs from cells with similar capacity. Also, the SOH of cells in sp connection is 

greater than or equal to the SOH of cells in ps connection: 

 
3 Assuming the cells are balanced well and, thus, the open-circuit voltage (OCV) is the same for all cells, still 

different 𝑅𝑖 of cells in series connection lead to different voltage changes with the same current 𝐼S on the series 

connection: ∆𝑈𝑖 = 𝐼S ∙ 𝑅𝑖. So, theoretically 𝑅𝑖 also influences which cell hits the voltage limits first. Also, 

theoretically even for a cell with very high resistance the full capacity could be used with lim
𝑡→∞

𝐼(𝑡) → 0. 

4 The assumption that 𝐶nom is the same for all cells is not made by Juhlin [46] but mathematically necessary. Its 

fulfillment is given in practice as the same battery cell type is usually built within one battery module or pack. 
5 The 𝑆𝑂𝐻R in series and parallel connection is derived in the Appendix in Eqs. (38) - (43) and (44) - (49) 

respectively. 
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𝑆𝑂𝐻C,ps(𝑡) ≤ 𝑆𝑂𝐻C,sp(𝑡) (9) 

as derived in the Appendix in Eqs. (28) - (32). 

Aging of battery modules and systems is more complex than of a single cell because of the interactions 

of all cells. It is influenced by inconsistencies of cell characteristics, electrical imbalance, and 

temperature gradients between cells [15]. For example, Bruen and Marco [49] observe significant 

differences of cells in parallel regarding their current which results in different temperature distributions 

and aging of the cells. Jung et al. [50] found that the internal temperature within battery modules is 

higher than of a single cell because of the transfer of thermal energy to adjacent cells. As with a single 

cell a higher temperature causes greater capacity fade. If no appropriate thermal management system is 

cooling the battery modules, a SOH forecasting model would need to consider these changes of the 

temperature influence on aging. 

2.1.1 State of Health Estimation, Prediction and Forecast 
In the literature, we observe two methodological principles: SOH estimation and SOH forecasting. First, 

SOH estimation is the determination of the 𝑆𝑂𝐻(𝑡e) at a certain point in time 𝑡e based on information 

available at this point in time: 

𝑆𝑂𝐻(𝑡e) = 𝑓e(𝑆𝑂𝐶𝜏e , 𝐼𝜏e , 𝑇𝜏e , 𝑉𝜏e , … ) (10) 

with 𝑆𝑂𝐶𝜏e , 𝐼𝜏e , 𝑇𝜏e , 𝑉𝜏e as time series of 𝑆𝑂𝐶, current 𝐼, temperature 𝑇 or voltage 𝑉 in the time window 

𝜏e = [𝑡past, 𝑡e] that can either comprise a few cycles, a single cycle or less. Most importantly 𝜏e shall 

not cover any significant SOH change over time. The point in time 𝑡e may be just now (𝑡e ≤ 𝑡1). The 

electrochemical behavior expressed in the signals of 𝑆𝑂𝐶, 𝐼, 𝑇, and 𝑉 changes due to battery aging [51]. 

Hence, SOH estimation is based on information that reflect the effect of battery ageing. 

Second, we perceive battery ageing as a SOH state change ∆𝑆𝑂𝐻(𝜏f) from a current 𝑆𝑂𝐻(𝑡1) to a 

future 𝑆𝑂𝐻(𝑡2) due to ageing causes. Predicting the future 𝑆𝑂𝐻(𝑡2) given information on the current 

𝑆𝑂𝐻(𝑡1) and the battery operational load during the period of time 𝜏f = [𝑡1, 𝑡2] from now 𝑡1 until the 

future point in time 𝑡2: 

𝑆𝑂𝐻(𝑡2) = 𝑓f,I(𝑆𝑂𝐻(𝑡1), 𝑆𝑂𝐶𝜏f , 𝐼𝜏f , 𝑇𝜏f) (11) 

with 𝑆𝑂𝐶𝜏f , 𝐼𝜏f , 𝑇𝜏f as time series of 𝑆𝑂𝐶, 𝐼, 𝑇, and 𝑉 in the time window 𝜏f that express the causes of 

the battery ageing due to battery operation explicitly. This ensures that the battery operational load is 

not implicitly considered to be fixed [52].  

Alternatively, to the future 𝑆𝑂𝐻(𝑡2) in Eq. (11) also the future change ∆𝑆𝑂𝐻(𝜏f) can be forecasted:  

∆𝑆𝑂𝐻(𝜏f) = 𝑆𝑂𝐻(𝑡2) − 𝑆𝑂𝐻(𝑡1) = 𝑓f,II(𝑆𝑂𝐻(𝑡1), 𝑆𝑂𝐶𝜏f , 𝐼𝜏f , 𝑇𝜏f)

= 𝑓f,I(𝑆𝑂𝐻(𝑡1), 𝑆𝑂𝐶𝜏f , 𝐼𝜏f , 𝑇𝜏f) − 𝑆𝑂𝐻(𝑡1) 
(12) 

while learning the functions 𝑓f,I or 𝑓f,II in a regression model enables SOH forecasting. This is also 

called “future capacity prognostics by Liu et al. [53]. 

Summarizing, compared to SOH forecasting, SOH estimation does not model a change in state, but 

only a determination of state [54,55]. For SOH estimation, the time window 𝜏 is rather short and in the 

past, while it is longer and in the future for SOH forecasting. Furthermore, SOH estimation is based on 

data regarding the effect of battery ageing, while SOH forecasting is based on data regarding the causes 

of battery ageing. These distinguishing characteristics of SOH estimation and forecast are listed in Table 

1. 
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Table 1: Distinguishing characteristics of SOH estimation and forecast 

Distinguishing characteristic Estimation Forecast 

Modeling State determination State change 

Time window 𝜏   

 
Length Short Long 

Relative temporal position to 𝑡1 In past In future 

𝑆𝑂𝐶𝜏, 𝐼𝜏, 𝑇𝜏, …    

 

Express information on 
Electrochemical 

behavior 
Applied load 

Describe information 

regarding … of battery ageing  
Effect Causes 

    

 

In the literature, apart from SOH estimation and SOH forecasting also the term SOH prediction is often 

used which seems ambiguous to SOH forecasting. In general, the terms “forecast” and “prediction” are 

in practice often used synonymously. However, dictionaries show slight differences in their definition 

[56–61], just as Petropoulos et al. [62] describe forecasting as prediction about the future. Cugh [63] 

and Döring [64] define forecast as prediction with temporal dimension.  

We state that when having a SOH estimation model created based on past and present data, using this 

model to estimate a future SOH with unseen data from the future, this is called SOH prediction [64]. 

Hence, using SOH estimation models for prediction only enables observing the effect of battery ageing. 

For example, [65–70] create models using past and present data. To estimate the SOH they use features 

derived from the charging curves of current, voltage, and temperature. These curve changes are an effect 

caused by battery ageing. But they are hard to interpret and produce for humans. This means a user of 

the model, like a fleet manager, cannot derive changes of the charging curve (effect of ageing) from an 

assumed usage load of her BEV fleet (cause of ageing) with SOH estimation models – even when used 

for prediction. Only once the effect of battery ageing is observable in the future charging curve data, 

the model can predict the corresponding SOH. Thus, in advance no statement about a future SOH is 

possible with SOH estimation models. In contrast, SOH forecasting directly correlates causes of battery 

ageing encoded in battery operational time series data with their effect on the SOH. 

2.1.2 State of Health vs. Remaining Useful Life 
Another measure of the battery state is the RUL. According to Nuhic et al. [71] the RUL is defined as 

the number of charge-discharge cycles until a specific battery SOH is reached at EOL:5F5F

6 

𝑅𝑈𝐿EOL-SOH(𝑡) = 𝑘(𝑡EOL-SOH) − 𝑘(𝑡) (13) 

with 𝑘 as number of cycles. The RUL usually refers to equivalent full cycles (EFC), but real-world 

operational battery cycles have different ∆𝑆𝑂𝐶 (Key criterion 1c in Table 2). In the operation of BEVs, 

the RUL can therefore only serve as an indicator for the number of potentially non-full cycles until the 

EOL. Usually for BEV batteries a 𝑆𝑂𝐻C of 80 % is required which is defined as the end of life (EOL) 

of the first life (EOL-80) depicted as red line in Figure 2 [73]. Less common are 65 % and 50 % [74]. 

However, 80 % as EOL criterion is also questioned because of the increasing maximum capacity and, 

as a consequence, the increasing range of BEVs [75,76]. In reality, different BEV users may require 

different ranges leading to different EOL criteria.  

 
6 An alternative equation includes the current cycle in the RUL, i.e. RUL before the current cycle: 

𝑅𝑈𝐿EOL−SOH(𝑡) = 𝑘(𝑡EOL−SOH) − 𝑘(𝑡) + 1 [72]. 
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Figure 2: Relation of SOH and RUL with their different reference points to BOL and EOL respectively. 6F6F

7 

Another EOL criterion could be the total lifetime of the battery [78]. EOL may be defined by a 𝑆𝑂𝐻R 

of 200 % [31,79] or 160 % [35] when following the definition in Eq. (1). Also, the kneepoint is 

suggested as EOL criterion [52]. Hitting the EOL criterion does not imply that the battery cannot be 

used anymore, it only indicates that the predefined threshold has been surpassed [16]. In practice, 

manufacturers and users may define their own EOL criteria depending on their battery application [80]. 

They could related to the general concept of failure assessed by criteria like unsatisfying performance, 

incapable of providing certain functionality, and temporal availability [81,82]. 

SOH and RUL are connected as depicted in Figure 2: The SOH is describing the current battery state 

referring to the initial, new state at the BOL. Contrarily, RUL is describing the current battery state 

referring to the EOL of the battery. However, depending on the future load scenario applied to the 

battery the EOL is reached at a different point in time, as indicated by the dashed blue alternative 

scenarios in Figure 2.  

Thus, in contrast to SOH estimation, for a RUL prediction, assumptions on the future load scenario 

need to be made. We observe two possibilities for these assumptions: First, the same load as in the past 

is assumed for the future like Gasper [83] does. In this case, SOH estimation has the same information 

as RUL prediction as the point in time when the EOL is reached is not variable for a single battery. 

Only the reference point for the state description and the unit are different: SOH in % refers to the BOL, 

while RUL in cycles refers to the EOL. Second, a different load in the future as in the past is assumed 

so that the RUL varies depending on the future load scenario (dashed blue lines). Thus, additional 

information about the future load is required by the RUL prediction model, contrarily to SOH estimation 

models. Under such assumptions SOH and RUL represent different information. 

Tian et al. [9] point out, that “there is a strong connection between SOH and RUL” and state that “the 

SOH and the RUL can be estimated using the same methods […].” [9]. Considering the two presented 

cases regarding the future load compared to the past load, this statement holds only true for the 1st case. 

We see the 2nd case of RUL prediction comparable to SOH forecasting since the model requires 

information about the assumed future load. 

Similar to [9], Ng et al. [33] state that to predict the “SOH [..] spanning many charge/discharge cycles” 

a function is necessary that “inputs the current state of the battery to predict future behavior” [33]. We 

argue that this is only partially true. As mentioned before, for the prediction of the future SOH, not only 

the current SOH has to be input but also information about the future battery load. Such information 

about the future load can only be ignored if a homogeneous load can be assumed. Just the same, Hu et 

al. [84] point out that a lack of missing future measurement results in RUL prediction errors. 

 
7 SOH data from batteries no. 15, 16, 38, 43, 45 of the 4th batch from [77]. 
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Dealing with uncertainty becomes even more important when switching from laboratory to real-world 

data [54]. Since we focus on the input features of the model in this survey and its transferability (Key 

criterion 1 and 2 in Table 2), uncertainty can be considered when choosing a machine learning model. 

In both discussed cases, a RUL prediction model only predicts the number of cycles to a single SOH 

like 𝐸𝑂𝐿80, so several RUL prediction models would be required depending on the SOH of interest. 

However, a single SOH model can forecast a range of SOHs. This is relevant for BEV fleet operation 

and also 2nd life applications, as batteries in the 2nd life application usually have a lower SOH (Key 

criterion 1c & 3), for which a RUL prediction model of the 1st life would not be applicable. Additionally, 

the transition from 1st to 2nd life application is smooth and not necessarily bound to a fixed SOH like 

80 %. This raises the question which output values are appropriate for a RUL prediction model after 

EOL. Negative values may indicate how many cycles a battery is past the EOL criterion. 

A SOH forecasting model can still be used to obtain the RUL: The inputs of the SOH forecasting models 

contain direct or indirect information on the number of cycles operated. Under this assumption, the 

inputs can be adapted until e.g. 𝐸𝑂𝐿80  is reached similar to the procedure of Lui et al. [85]. 

Alternatively, the forecasted SOH can be compared with the EOL threshold like 80 %, similar to the 

procedure of Deng et al. [86]. If the forecasted SOH is greater than the EOL threshold, the RUL is 

positive. Otherwise, the EOL has been reached already. From this point of view, SOH forecasting can 

be seen as a generalization of RUL prediction.  

Still, any model applied in the 2nd life has most likely to consider different operation conditions than a 

model applied in the 1st life. For example, grid applications as 2nd life application are typically more 

favorable regarding battery aging because of their thermal management systems, reduced SOC windows, 

and C-rates compared to EVs as 1st life application [54]. 

Which measure of SOH and RUL to favor, depends on the objective and application of the model’s 

user. If a user has a sense for the quantity of cycles her batteries are loaded per week, RUL may be a 

suitable measure to temporally classify when the batteries are going to reach the defined EOL. 

Contrarily, if no specific SOH is defined as EOL threshold, the SOH may be the favorable measure as 

it can be linked to technical specifications like a minimum required capacity for a certain battery 

application or a minimum required range of a BEV. Additionally, the residual value (RV) of a BEV’s 

battery is linked to offered range, i.e. capacity [87]. Thus, SOH is favorable to indicate RV as well. 

Additionally, for the transition from 1st to 2nd life application of the battery the SOH as continuous 

measure is more suitable. 

2.2 Model Key Criteria 
Inspired by the applicability from a user’s perspective of BEV fleet managers and battery designers we 

motivate and define the following key criteria of a model for SOH forecasting. These key criteria are 

extended from our own prior work [88] and summarized in Table 2. 

Table 2: Key criteria for a SOH forecasting model 

Key criterion No. Key criterion description 

1a 

Model 

inputs 

- Contain information about the future load 

1b - Information about future load is aggregated 

1c 
- Capture the higher variability of real-world battery 

operation compared to laboratory operation 

2 Transfer to new batteries 

3 Applicable for 2nd life applications of batteries 

 

Key criterion 1a: Assuming a certain load scenario of a BEV fleet, the fleet manager is interested in 

the future SOH of the fleet’s vehicles. The usage load can vary for example due to the charging strategy. 

This means the decision to prefer AC or DC charging, i.e. using either the vehicle's onboard inverter or 

the AC-to-DC rectifier of the charging station before reaching the vehicle's battery, bypassing any 

onboard inverter. For the fleet manager it will not be valid to assume the same load in the future as in 
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the past. Thus, for our survey we require models to have explicit information about the future load as 

model input (Key criterion 1a). 

This is coherent with the literature: Lucu et al. [17] note that batteries in real-world operation, e.g. in 

automotive applications, exhibit varying loads during the battery's lifetime. Furthermore, [83,89–91] 

assume that future battery degradation is independent of the battery’s past history. Therefore, 

information about the future operating load of the battery is essential for SOH forecasting.  

Fulfilling this key criterion shall enable a model to output future SOH fade or the future SOH based on 

the current SOH and future load like Lin et al. [92] point out similarly. Furthermore, in real-world 

operation batteries age slowly so the relevant multidimensional time series contain years of operational 

data at a milliseconds sample rate [88]. This temporal scale requires some data aggregation or 

compression and complicates satisfying key criterion 1a. 

Key criterion 1b: When applying the SOH forecasting model in production, explicit information about 

the future load is required (Key criterion 1a). The future battery load is determined by multidimensional 

time series of temperature, current and SOC. The United States Advanced Battery Consortium set the 

development objective for battery life of 15 years and 1000 cycles [93]. This means in real-world 

operation batteries age slowly, so the relevant time series contain weeks or months of operational data. 

Furthermore, the sampling rate should be in the range of seconds or milliseconds to capture relevant 

operational dynamics, e.g. different acceleration profiles in city traffic. 

First, for forecasting into the future no data from the future battery load is available in the present. Thus, 

a human needs to express her assumption on the future load via the model’s input [94]. Such 

assumptions can for example regard the charging policy, preferred rest SOC, and limitations of the SOC 

operating range. Though, the data of the future battery load is composed of long and multidimensional 

time series which are difficult to interpret and produce by a human [95]. 

Second, in vehicle fleet operation cost reduction is critical for profitability. This also includes costs due 

to logging operational data of the vehicle fleet as well as transmitting and storing the data e.g. in a cloud. 

Nuhic et al. [71], Nuhic et al. [96], and von Bülow et al. [88] identify this as a central challenge when 

forecasting the SOH. Contrarily to these cost factors, computational cost for SOH forecasting is likely 

to be negligible compared to running edge computing in the BEVs, if it is provided as a data-driven 

fleet service in a cloud system [97]. 

Third, the input data of an SOH forecasting model needs to be compatible with the underlying method, 

e.g. a machine learning model. The described time series are too long and finely sampled so that e.g. a 

recurrent neural network (RNN) would suffer from vanishing gradients [98,99]. 

These three problems regarding the data of the future battery load can be solve by data aggregation and 

feature extraction (Key criterion 1b). This is a common procedure with long time series in general, e.g. 

in the domain of machine health forecasting [100–103]. Further, it enables humans to run what-if-

simulation with the SOH forecasting model. 

Existing approaches like the one from Song et al. [69] for SOH estimation require data of future 

charging cycles for prediction like the charging curve of current, voltage and temperature. These time 

series change when the battery ages but are hard to interpret for humans. This means a user of the model, 

like a fleet manager, cannot derivate changes of the charging curve from an imagined usage scenario of 

her BEV fleet. The same applies to the work of Liu et al. [104] who use the incremental capacity (IC) 

and differential voltage (DV) curves as forecasting inputs. 

Key criterion 1c: BEV fleet managers and battery designers are not only interested in battery ageing 

in laboratory experiments, but especially keen on forecasting battery ageing in real-world applications. 

However, as described in Section 2.3 the common load of batteries in laboratory and real-world 

operation differs, e.g. regarding charging and discharging current, temperature, and ∆𝑆𝑂𝐶. Overall, data 

from real-world operation is more complex and variable than laboratory operation. Thus, the model’s 

inputs about the future load shall be able to capture the higher variability of data from real-world battery 
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operation compared to laboratory operation (Key criterion 1c). This is also pointed out by several 

authors [84,94,95,105–112]. 

Key criterion 2: When launching a new battery type, e.g. with a new cell chemistry, a reliable model 

for SOH forecasting suitable for the new battery type is required quickly to support established services. 

Nevertheless, the available amount of data of a new battery type is limited in the initial phase. Extensive 

data generation as solution is expensive and difficult as battery ageing is a lengthy process. Data 

synthesis or augmentation from physical ageing models still needs validation from laboratory tests. 

Furthermore, we consider an adaption of feature values of ageing data and knowing the resulting ageing 

as too difficult. The complexity of this causal relationship is the main reason why data-driven models 

are considered for SOH forecasting. Another solution is to transfer an established model for battery 

ageing of another battery type to the new battery type, as soon as a small amount of data of the new 

battery type has been gathered [97,113]. Thus, the required amount of data shall be minimal at least 

once an initial model has been trained so that it can be transferred easily to new batteries (Key criterion 

2). Transferability of models to new cells is also mentioned as desirable by Li et al. [105] and Shen et 

al. [114]. 

A method suitable for satisfying this key criterion is called transfer learning and has been successfully 

applied in other domains like computer vision [115]. The application of transfer learning for battery 

SOH forecasting models is a crucial part, as there are differences in battery systems like the nominal 

capacity, the cell anode and cathode materials as well as the applied load due to usage. However, the 

general electrochemical behavior of lithium-ion batteries is a major common characteristic which 

provides an excellent starting point for transfer learning. 

Key criterion 3: Once batteries in automotive applications are not satisfactory anymore, e.g. regarding 

capacity or performance desired by the user, they shall be reused in 2nd life applications. Such 2nd life 

applications like stationary energy storage for grid stabilization usually have less demanding 

performance key criteria so that older batteries are still suitable. In automotive applications a SOH of 

80 % is often mentioned as threshold for the transition to the 2nd life application [73,116]. However, 

manufacturers, fleet managers, and users may choose a different EOL criterion, as pointed out in 

Section 2.1.2. Also, from a data point of view separate models are debatable: Separating data into two 

models that include the same ageing mechanisms as lithium plating that become more dominant towards 

the end of 1st life would be a drawback for both models. Hence, the model shall be continuously 

applicable to the 2nd life application of batteries as well, i.e. below a SOH of 80 % (Key criterion 3). 

This means the model shall be capable of covering the knee point, when new ageing mechanisms like 

lithium plating become dominant and accelerate ageing [117]. Thus, the knee point is important to learn 

for SOH forecasting models. However, SOH trajectories not always show a knee point. For further 

information consult [118]. 

When concerned about vehicle replacement, BEV fleet managers are less interested in the SOH forecast 

after a single cycle or a week, but after some weeks or months once the batteries have aged significantly. 

Thus, we also examine the forecast horizon of SOH forecasting models, but do not define an additional 

key criterion therefore. 

Most SOH forecasting methods are providing one-step forecasts, only few output multi-step7F

8 forecasts 

[119]. If a SOH forecasting model executes a one-step forecast, multi-step forecasts can be realized by 

recursive stepwise forecasting as proposed by Liu et al. [120] and Falco et al. [121]. Nevertheless, this 

increases the prediction error due to error propagation. Also, Falco et al. [121] mention that the lead 

time increases. Furthermore, Liu et al. [122] point out that k-steps-ahead forecasts with large k „cannot 

obtain satisfactory results“ using a Gaussian process regression (GPR) model, also shown by Shi et al. 

[123]. Hence, multi-step forecasting models are preferable.  

 
8 These are also called one-step-ahead or single step forecast in contrast to m-step-ahead or m-step forecast. 
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Intrinsic cell-to-cell variability is caused by manufacturing differences, e.g. due to fouling 

[105,124,125]. However, it cannot be influenced by battery operation, but can be seen as a boundary 

condition for SOH forecasting that needs to be learnt. 

2.3 Laboratory vs. real-world battery operation 
Section 2.2 introduced key criterion 1c that the inputs of a SOH forecasting model shall “capture the 

higher variability of real-world battery operation compared to laboratory operation”. This Section 

elaborates in more detail on the differences of real-world battery operation compared to laboratory 

operation [83]. 

When conducting battery ageing experiments in the laboratory like in the public datasets presented by 

[77,126–129], usually a test matrix specifies the controlled operation conditions relevant for battery 

ageing during the operation modes charging, discharging, and rest of the batteries. When considering a 

cycle of charging and discharging, the SOC lift (∆𝑆𝑂𝐶) as well as possible recuperation need to be 

defined as well. Furthermore, during all three operation modes the ambient temperature is relevant. 

These criteria in Table 3 show that laboratory operation of batteries usually differs significantly from 

battery data from real-world operation of BEVs since test matrices cannot completely cover the realistic 

operating conditions [54,71,109,130]. 

Table 3: Differences of laboratory and real-world operation of batteries 

Ageing Criterion Laboratory operation Real-world operation of BEVs 

Cyclic 

Charging 
CC-CV or  

Multiple CC-steps, then CV 

Similar to laboratory, but 

variable duration, current drops, 

and possible current limitations 

Discharging 
CC or 

Randomized 
Highly variable current 

Recuperation None Yes 

∆𝑆𝑂𝐶  
100 % or other constant 

value 
Highly variable 

Calendar Hold/Rest/Storage 

Non or  

only short or 

solely for calendar ageing 

experiments 

Dominant operation mode 

Cyclic & 

calendar 
Temperature 

Constant room temperature 

or in temperature chamber 

without cooling system 

Variable, depending on season, 

but with cooling system 

 

In laboratory operation batteries are usually fully charged applying the constant current constant voltage 

(CC-CV) protocol [126,128]. Some datasets also have multiple CC-steps before the CV-phase [77,129]. 

In the real world, a chosen charging protocol may be facing current drops, when additional BEVs are 

starting charging at the same charging station and power supply is limited. Also, the charging 

management may limit the charging current depending on the battery’s temperature. Furthermore, BEV 

batteries are not always fully charged. Especially, when applying fast-charging at highways the CV-

phase is usually skipped [131]. 

In laboratory operation batteries are usually discharged using a single CC-step [77,127–129]. Only one 

public dataset applies multiple CC-steps of 5 minutes length with randomized discharge currents [126]. 

However, in real world application the discharge current is not constant, but highly variable, non-linear 

and contains huge, but brief power demands [18]. 

Due to regenerative braking, i.e. recuperation, in automotive applications charging and discharging 

mode alternate frequently, especially when driving in urban areas [18]. From a battery point of view, 
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recuperation can be seen as micro-charging during a longer discharging process which is also called 

partial or micro cycling. This is usually not considered by test matrices of laboratory operation. 

Fully charging and discharging, i.e. ∆𝑆𝑂𝐶 = 100 % is common in laboratory operation [77,127,128]. 

Alternatively, the 𝑆𝑂𝐶start  and 𝑆𝑂𝐶end  of each cycle are constant so that ∆𝑆𝑂𝐶 = 𝑐𝑜𝑛𝑠𝑡.  [129]. 

However, in real world application, ∆𝑆𝑂𝐶 of cycles are highly variable [131]. 

Furthermore, BEVs usually do not use low SOCs frequently due to the range anxiety of the drivers 

[132,133]. However, in HEV the complete range of the SOC is used. The same applies for BESS. These 

can be used for the optimization of own consumption (private and commercial), peak shaving, and 

frequency regulation (primary control) [134]. Corresponding markets are the frequency containment 

reserve (FCR), intraday continuous market, and day-ahead auction market [135]. Compared to 

automotive high voltage (HV) battery applications, batteries in BESS applications have around 3 full 

cycles per day [7,136]. 

If calendar ageing is not examined in laboratory operation, rest phases without any current applied are 

usually temporally negligible compared to the duration of charging and discharging phases. Usually, 

they are only part of the experiments, e.g. for voltage relaxation and characterization tests. However, in 

standard automotive and BEV use cases rest phases, i.e. inactive HV system and open HV contactors, 

are usually dominant [18,137]. Even if the BEV is not moving, some current is always applied for 

auxiliary consumers, like air conditioning and entertainment system. Only, in MaaS use cases of BEVs 

rest phase are less dominant because the vehicles are operated more intensively [23]. 

In laboratory operation batteries are usually exposed to a constant ambient temperature which is either 

the room temperature or forced by heating/cooling chamber [138]. In contrast, batteries operated in 

automotive applications face the complete seasonal range of temperatures from a cold winter night to a 

hot summer noon, especially when parked outside. Batteries operated in BESS usually have better 

thermal environment conditions than in automotive applications. 

3 Screening Method 
We conducted our literature review following Webster and Watson [139]. We used Web of Science 

[140] and Bielefeld Academic Search Engine (BASE) [141] to find relevant articles for this survey. 

Web of Science searches in relevant journals and conferences in the field of energy storage and batteries. 

Because Web of Science does not include open-source publications, we looked in BASE for papers 

which are not duplicates with the Web of Science search. Using Google Scholar [142] we found 

approximately 18,500 papers. A sample analysis showed that over 90 % of the papers found were 

categorized as irrelevant only based on the title. Thus, we opted against the use of Google Scholar 

because too many irrelevant papers were found and reproducibility is highly limited. Additionally, it 

also does not enable the mass export of bibliography information and the length of the search string is 

limited to 208 characters. Lastly, we also did not include semantic scholar [143], as it does not enable 

searching with Boolean operators. 

This review is conducted based on content analysis. We defined keywords for the search string and then 

looked for synonyms of these keywords as depicted in Table 4. This review focuses on lithium-ion 

batteries. Still, we want to include methods developed for other battery type because they may be 

applicable and relevant to lithium-ion batteries. As pointed out in Section 1 and 2.1, SOH prediction 

and forecasting are not clearly distinguishable in the literature. Additionally, the terms “predict” and 

“forecast” are often used synonymously [58]. Thus, we considered both. As explained in Section 2.1, 

RUL and SOH can provide similar information. Also, as defined in Eq. (2) the SOH is the relative 

capacity. Thus, we classified these terms as synonyms. No keyword like method, model, equation, 

machine learning model or the like is chosen because we are reviewing data-oriented and method-

neutral, not method-oriented like others surveys [14,17]. We did not limit the search by a certain time 

like “only publications published from 2015 to 2022”. 

This resulted in the following search string: (“battery” OR “batteries”) AND (“Ageing” OR “aging” 

OR “Degradation” OR “Deterioration” OR “Capacity fade” OR “Capacity loss”) AND (“Forecast” OR 
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“Forecasting” OR “Prediction” OR “Predict” OR "Predicting" OR “Prognostics”) AND (“State of 

Health” OR “Capacity” OR “Remaining Useful Lifetime” OR “Remaining Useful Life”).7F8F

9 

Table 4: Keywords and synonyms for the literature review. Synonyms are connected with the keyword by OR-operator. 

Keyword Battery Ageing Forecast State of Health 

Synonyms 

Batteries Aging 

Degradation 

Deterioration 

Capacity fade 

Capacity loss 

Forecasting 

Prediction 

Predict 

Predicting 

Prognostics 

Capacity 

Remaining useful lifetime 

Remaining useful life 

 

The filtering process of 2017 papers from our initial search is depicted in Figure 3. Based on the defined 

criteria in Table 2, we filtered 1045 papers by title, 389 papers by abstract, and 521 papers by the full 

text from the initial 2017 papers. Many papers filtered out were about either the estimation of SOH and 

SOC or investigating battery ageing mechanisms. Hence, 62 papers remained for which we executed a 

forward and backward search according to vom Brocke et al. [144] which resulted in six and 

respectively three added papers. The extended corpus of 71 papers was split into 51 research 

publications, 15 relevant review papers, and five perspective papers. The selected 51 research papers 

were read carefully regarding the key criteria for SOH forecasting models defined in Table 2 in 

Section 2.2. As listed in Table 7 in the Appendix, out of the 51 research publications 80 % were journal 

articles while each 10 % were conference papers, and published online, e.g. as PhD thesis on university 

publication servers (3). The most common Journals were the Journal of Power Sources (16 %) and the 

Journal of Energy Storage (16 %). The papers are spanning from 2010 onwards, with over 65 % of the 

papers published from 2020 onwards. 

 
9 Web of Science: Searched using topic which includes the fields title, abstract, author keywords, and Keywords 

Plus. BASE: Searched using title and subject headings. For searching in BASE the search string was adapted by 

removing all OR-operators and the quotation marks if the keyword or synonym consisted of a single word: 

(battery batteries) AND (Ageing aging Degradation Deterioration “Capacity fade” “Capacity Loss”) AND 

(Forecast Forecasting Prediction Predict Predicting Prognostics) AND (“State of Health” Capacity “Remaining 

Useful Lifetime” “Remaining Useful Life”) 
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Figure 3: Overview of papers found by database (dated: 13.10.2022) 

 

4 SOH Forecasting Models 
When filtering the 2017 initially found papers by title, abstract, and full text, we identified certain 

categories of models as fundamentally unsuitable regarding the key criteria defined in Table 2. 

Afterwards we structure and present the relevant models. The unsuitable models are summarized in the 

following: 

There exist many papers [90,145–156] that present physical, empirical, or semi-empirical models or 

derive equations for describing battery ageing. These models provide a very good indication which 

operating condition accelerate battery ageing. However, these models are based on laboratory 

experiments executed under controlled conditions in which each ideal cell is linked statically to a 

specific operation protocol until EOL [157]. In each operational protocol only one or a few operational 

parameters vary. This limits the model application in real-world operation when multiple operational 

parameters vary dynamically over several batteries [158,159] (Key criterion 1). Karger et al. [160] 

propose an empirical model with non-global power exponents considering switching operational load 

after every 100 EFC, but still no explicit input of the operational load is given to their model. Because 

of the open-loop nature of these models, their generalization and adaptability particularly in long-term 

predictions is limited [120]. 

For SOH estimation the ECM has been discussed by Barré et al. [161]. However, Ng et al. [33] point 

out that even though computational efficient, ECMs show limited prediction accuracy across operation 

conditions in real-life applications that are different to laboratory conditions. Additionally, the 

difference of SOH estimation and forecasting needs to be considered as described in Section 2.1. 

Many papers apply particle filters to predict the SOH trajectory, i.e. to predict future battery ageing. 

Less common is the Kalman filter [17]. Both are empirical parametric ageing models that recursively 

update their parameters every time new data is available (update step) and estimate the current state 

(predict step) [162]. However, estimating a future state would require assumptions on feasible 

measurement variables. In their review, Lucu et al. [17] list solely models with capacity or internal 

resistance as measurement variable which are the state variables of interest. So, these approaches are 

just autoregressive. Autoregressive9F

10 models output the SOH based on past SOH values [105,122,163–

 
10 Hu et al. [84] describe autoregressive models as having an “iterative structure”. 
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168]. This still prohibits SOH forecasting into the far future. Also, no explicit information about the 

future load is input of these models (Key criterion 1a). Thus, these models assume the same load in the 

future as in the past. However, batteries cycled in real-world operation, for example in automotive 

applications, may have a varying load over the life of the battery. Furthermore, most autoregressive 

models only do one-step predictions. 

The relevant models found in this survey were hierarchically structured in four groups visualized in 

Figure 4 regarding the model’s input information of the future battery load. These four groups of models 

are: Those without information about future load often have only the number of cycles 𝑘 or the charge 

throughput 𝑄thrpt in ∆Ah as input (Section 4.1). Those with information about future load have either 

no distributional information (Section 4.2.1) or distributional information. Distributional information 

about future load refers to information, e.g. about the distribution of the charging current. This enables 

encoding the variability of real-world battery operational data in the model’s inputs (Key criterion 1c). 

Models with distributional information about future load can either include rainflow counting or only 

histograms (Section 4.2.2.1 or 4.2.2.2 respectively). The models presented in each of the mentioned 

subsections are also summarized in Table 6. In each subsection we first give a general introduction and 

then present the works from Table 6 in more detail. 

 

Figure 4: Structure of SOH forecasting methods regarding the methods’ input information about future battery load. Number 

of papers in brackets. *These 13 papers are representative for this category that includes papers describing physical, 

empirical, semi-empirical, autoregressive, or equivalent circuit models (ECM). These methods do not fulfil key criterion 1a 

because they do not have any information about future load. 

In the context of this review, no uniform symbology has been identified in the paper corpus. To increase 

comparability, readability, and comprehensibility across paper boundaries, we introduce and use the 

uniform symbology listed in Table 5. 

SOH forecasting methods (51)

No information about 
future load (13)*

Information about 
future load

Non-distributional information (28) Distributional information

Rainflow counting (4)

Only histograms (6)
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Table 5: Explanation of features identified in this survey with according symbols  

Symbol Explanation 
Symbol used 

in other papers 

𝑘 Number of cycles 𝑛 

𝑡1 and 𝑡2 Beginning and end of time period  

∆𝑡 = 𝑡2 − 𝑡1 Time span from 𝑡1 to 𝑡2 𝑑 

𝐶 Capacity 𝑄, 𝑞max 

∆𝐶 Capacity loss ∆𝑄 

𝑅𝑖 Internal resistance 𝐼𝑅, 𝑅, 𝑅0 

𝑆𝑂𝐻 State of Health or relative capacity 𝑆𝑜𝐻, RC 

∆𝑆𝑂𝐻 
Change/ loss of SOH or relative 

capacity 
RCL 

𝑆𝑂𝐶 State of Charge 𝑆𝑜𝐶 

∅𝑆𝑂𝐶 Middle SOC or average SOC 𝑆𝑂𝐶̅̅ ̅̅ ̅̅  

∆𝑆𝑂𝐶 = max(𝑆𝑂𝐶) − min(𝑆𝑂𝐶) SOC lift or SOC-swing (SOC-S) 𝑆𝑂𝐶-𝑆 

𝑆𝑂𝐶-𝑆𝑅 = [𝑆𝑂𝐶(𝑡1), 𝑆𝑂𝐶(𝑡2)] SOC swing rate  

𝐷𝑂𝐷 = 1 − 𝑆𝑂𝐶 Depth of Discharge 𝐷𝑜𝐷 

𝑄thrpt Charge throughput in ∆𝐴ℎ  

𝑇 Temperature  

𝑇rest Rest, hold, or storage temperature 𝑇storage 

𝑇ambient Ambient temperature  

𝐼 C-rate or current  

𝑉 Voltage  

𝑃 Power   

 

In Table 6, we also list the open-source availability of code and data which increase the understanding 

of the presented methods and allow an easier comparison to other models and other data. As overfitting 

is a problem in the domain of machine learning and modeling, we check whether authors dealt with 

overfitting, e.g. by data splitting or cross-validation [169]. The fulfillment of key criteria 1a-c is 

dependent on the model’s inputs. The vast majority of the found models is applied to lithium-ion 

batteries, other batteries types like lead-acid batteries [170] are not so much in focus of research 

regarding SOH forecasting. 

As observable in the Table 6, only a few public data sets were used in the reviewed papers. More than 

half of the authors generated data themselves and did not publish it afterwards (60 %), which means 

that the comparability and verifiability as well as the possibility for further use of the results are not 

given. As dos Reis et al. [171] and Naaz et al. [172] state this is a common problem in the domain of 

battery models. Also, the code is only rarely shared (10 %). A broad range of metrics to measure the 

models’ performance is used. The most used are root mean squared error (RMSE, 37 %), mean squared 

error (MSE, 6 %), mean average error (MAE, 14 %), and mean absolute percentage error (MAPE, 

12 %). The most frequently used output values are 𝐶 (35 %), ∆𝐶 (29 %), and 𝑆𝑂𝐻 (16 %). RUL is only 

used in 12 % of the identified models. Additionally, the forecast horizon of the models is often difficult 

to interpret and not explicitly given in the reviewed papers. It is measured differently, e.g. in cycles, 

days or Ah. Usage of different data sets, different metrics, different output values, and different forecast 

horizons complicates the comparability of the models’ performance. Regarding different metrics, 

Ochella et al. [173] point out the importance of their standardization as well. 

In this survey, machine learning models were the most used (71 %). Due to the variability of the inputs 

and complexity of the data, the machine learning models are easier able to find patterns and rules in the 

data than manually defining e.g. an empirical model. Among the machine learning models GPR was 

the most popular (31 %). Overfitting is not checked by all authors (only 49 %). This is problematic 

because after fitting models need to generalize well on unseen data. The forecast horizon of the models 
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is diverse including models forecasting a single cycle, several cycles or several days. In most papers, 

the forecast horizon seems to depend on the interval of SOH measurements in the used data. 

The majority of the five chosen key criteria is only satisfied by a few methods. All key criteria are only 

satisfied by von Bülow et al. [88] with model transferability shown in [174] (Key criterion 2). It has to 

be noted that the key criteria for this review are extended from von Bülow et al. [88]. The models 

without information about the future load satisfy either key criterion 1a or 1b, but fail at satisfying both. 

The models with non-distributional information satisfy key criteria 1a and 1b, but fail at key criterion 

1c. Only the models with distributional information satisfy key criteria 1a and 1b. Transferability of 

SOH forecasting has not yet been shown with GPR, but with MLP based on their layer-wise architecture 

[174] (Key criterion 2). Given the popularity of GPR applied to SOH forecasting, transfer learning with 

GPR in this field needs further research. If the RUL or cycle life is not used, but SOH or capacity is 

used as output value, the model is applicable to 2nd life applications (Key criterion 3). So this key 

criterion is easy to satisfy.  

4.1 Models without information about future load 
Models without information about future load do not have model inputs regarding the operational 

conditions I, SOC, and T of the battery in the future (Key criterion 1a). They often only have the time 

𝑡 passed, the cycle number 𝑘11 or the amount of charge throughput 𝑄thrpt as inputs. However, Lucu et 

al. [17] see such simple SOH forecasting models as “debatable for Li-ion battery ageing modelling” 

[17]. The models of this category from Table 6 are presented in this Section. 

Richardson et al. [91] apply GPR with the cycle number 𝑘 as input to output the corresponding 𝑆𝑂𝐻. 

The authors note that future work may include DOD, T, and 𝑡rest as inputs which are missing in this 

work. 

Tang et al. [175] use MATLAB’s nonlinear curve fitting algorithm to fit the relation of the cycle number 

𝑘 and the SOH with a piecewise cubic interpolation function. When using 30 % of the SOH curve for 

fitting, a prediction RMSE of 2.5 % is reached. 

Semanjski and Gautama [176] fit the 𝑆𝑂𝐻  using a linear function with 𝑘  as single input. Their 

assumption of linear ageing can cause errors, given the potential non-linearity of SOH trajectories. They 

used real-world ageing trajectories, but information about the battery operation is ignored as model 

input (Key criterion 1a). 

Guo et al. [177] develop a Bayesian approach for capacity fade modeling. However, the number of 

cycles is the only covariate. Also, they only perform one-step-ahead predictions. 

Severson et al. [127] investigate features derived from the discharge voltage curves from the first 100 

cycles to predict the cycle life with an elastic net. Their features are too complex to be human-producible 

and interpretable (Key criterion 1b). Furthermore, no information about the future load is input of the 

model (Key criterion 1a). 

Attia et al. [178] build on the model from Severson et al. [127] as base line. Attia et al. [178] again use 

features from the voltage curves, but try to compactly represent them and reduce the voltage sampling 

frequency. The model still does not fulfil key criteria 1a and 1b. 

Li et al. [105] train an long short-term memory (LSTM), with the capacity history until the present point 

in time which outputs the future trajectory until EOL. In further work, Li et al. [168] add input and 

output data of the internal resistance training a multi-task learning (MTL) RNN. However, both models 

are autoregressive so that no explicit information about the future load is input of the model (Key 

criterion 1a). 

Giorgiani do Nascimento [179] proposes to learn the battery capacity 𝐶 from the cumulative energy 𝐸 

using variational MLPs (vMLPs) [180]. In vMLPs deterministic weights and bias are replace by normal 

distributions. The vMLP uses elu as activation function and only has 3 layers with 4, 2, and 1 neuron 

 
11 Hu et al. [84] describe the structure of such models with 𝐶 = 𝑓(𝑘) as “non-iterative”. 
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respectively. Giorgiani do Nascimento [179] mention as an advantage of their chosen input that both 

constant and randomized discharge data can be used. However, both can not be further distinguished 

by the model. The author does not provide a performance metric of the final model. 

4.2 Models with information about future load 
In this Section, models are presented that have information about the future battery load as input (Key 

criterion 1a). First, models without distributional information, second models with distributional 

information as model inputs are presented. 

4.2.1 Models without distributional information about future load 
The models in this Section only partially satisfy key criterion 1c because of the variability of operational 

load in real-world which makes distributional information of the operational load necessary. I.e. giving 

a constant or the mean discharge current of a time window does not provide information about the 

distribution of discharge current over time. 

Lucu et al. [181] propose a GPR model for calendar ageing which outputs the capacity loss ∆𝐶 with the 

rest time ∆𝑡rest, reciprocal of the temperature 𝑇−1 and the 𝑆𝑂𝐶 as inputs, where the last two features 

correspond to the rest time. The model is only considering calendar ageing. Furthermore, the inputs are 

not suitable to capture the variation of real-world operation (Key criterion 1c) because no distributional 

information of 𝑇−1 and SOC are given to the model. 

In further work, Lucu et al. [182] dissect a GPR model for cyclic ageing which outputs the capacity loss 

∆𝐶  with 𝑄thrpt, reciprocal of the temperature 𝑇−1, DOD, the Middle-SOC (∅𝑆𝑂𝐶), charging, and 

discharging C-rate as inputs. All features except 𝑄thrpt are corresponding to the cycled 𝑄thrpt in ∆𝐴ℎ. 

The model is only considering cyclic ageing. Furthermore, the inputs are not suitable to capture the 

variation of real-world operation (Key criterion 1c) because no distributional information of 𝑇−1, DOD, 

SOC, charging, and discharging C-rate are given to the model.  

Lucu et al. [183] combine their previous works [181,182] to learn progressively from realistic EV 

driving data, starting from laboratory data. With realistic EV driving data the model’s predictions 

improve. As [183] note their model cannot capture the “dynamic character of the DOD stress factor’s 

profiles, which may induce lower ageing rates compared to the static DOD ageing profiles”, which only 

had 20 %, 65 %, and 100 % DOD. Thus, this model still does not fulfil key criterion 1c. 

Andre et al. [184] use support-vector regression (SVR), to learn the relative capacity which is the 

𝑆𝑂𝐻(𝑡2)  based on the following inputs: 𝑆𝑂𝐻(𝑡1) , 𝑇min , 𝑇max , time span ∆𝑡 = 𝑡2 − 𝑡1 , 𝐼mean , 

𝑄thrpt,charge/discharge, 𝑆𝑂𝐶max, and ∆𝑆𝑂𝐶. They only state the max. error of 20 %; information on 

other metrics like the RMSE is not given. When comparing Figure 9a) and b) in [184] some overfitting 

can be assumed. There is no explicit information that overfitting has been tried to avoid. 

Barré et al. [161] predict the capacity based on output energy, 𝐼 sign alternation, distance, 𝑇storage, and 

𝑡experimental in d. They use Least Angle Regression (LARS), ridge regression, Last Absolute Shrinkage 

and Selection Operator (lasso), and elastic net as regression models. Due to the feature “distance” the 

model seems not applicable to stationary 2nd life applications (Key criterion 3). The results are also 

limited because only data of a single battery is used. The battery has only been used for 45,038 km, 

1,687 cycles, and 13,077 kWh resulting in a final SOH of 86.5 %. Furthermore, the capacity prediction 

is only executed after the end of a session, e.g. a driving session starting with 5,714 km and ending with 

10,318 km.  

Liu et al. [120] recognize that Richardson et al. [91] do not consider different T and DOD, while another 

work of Richardson et al. [185] only did not consider different DOD levels. Thus, based on the later 

work of Richardson et al. [185], Liu et al. [120] present a GPR model with the current battery capacity 

𝐶(𝑡1), optionally the past battery capacity,10F11F

12 the ambient temperature 𝑇ambient, and the DOD as inputs. 

Like Richardson et al. [185], their model outputs the capacity one cycle later. For 𝑘-multistep prediction 

 
12 𝐶(𝑡 − 𝑖), … , 𝐶(𝑡) with 𝑖 = 0,… ,4. 
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they propose a recursive process of 𝑘 single step predictions by replacing the model’s current and past 

battery capacity stepwise with the new predicted capacity. However, compared to single cycle 

prediction the RMSE of the multistep prediction increases by 46 % in the best hyperparameter 

configuration. They do not use information on the SOC, as the ∅𝑆𝑂𝐶 was 50 %, but only the DOD was 

varied. Furthermore, no distributional information of 𝑇ambient and the DOD are considered. 

Liu et al. [186] propose a LSTM calendar ageing model for 𝐶(𝑡 + ∆𝑡) with 𝐶(𝑡), ∆𝑡, 𝑆𝑂𝐶storage, and 

𝑇storage as inputs. Transferring their base model is successful with a RMSE of 0.0064. Methodically, 

the output layer from a trained LSTM base model is removed and new layers are added which then are 

trained on little data from unseen storage conditions of interest. Applying the method to cyclic ageing 

is still open. 

Rohr et al. [187] suggest three event-counter features which act as stress factors for lithium plating. 

These features are counting the events of 1) high 𝐼charge, 2) high 𝐼charge & low 𝑇, and 3) high 𝐼charge 

& high 𝐷𝑂𝐷 . Neither do they specify what “high” means for the three signals nor is discharging 

information included. Their work only proposes features concerning cyclic ageing and charging for 

SOH forecasting but does not apply them on a data set or model. 

Salucci et al. [188] present a Multivariable Fractional Polynomial (MFP) based on inputs obtained from 

the discharging cycles and 𝐶(𝑘) to output ∆𝐶(𝑘 +𝑚) which is 𝑚 cycles later. The forecast horizon 𝑚 

is defined by two consecutive reference cycles, which correspond to 50 discharge cycles. Their inputs 

obtained from the discharging cycles are: the average of the minimum and maximum 𝑇 𝑇min
̅̅ ̅̅ ̅̅  and 𝑇max

̅̅ ̅̅ ̅̅ , 

the average current 𝐼,̅ the cycle duration ∆𝑡 from cycle 𝑘 to 𝑘 +𝑚, the fraction of short cycles λ𝑠ℎ𝑜𝑟𝑡 
within the forecast horizon 𝑚, the rest time ∆𝑡rest, the average initial voltage 𝑉0̅̅̅, the voltage difference 

of the discharge cycle ∆𝑉̅̅̅̅ , and the average of a rough capacity estimation at each discharge cycle during 

the forecast horizon 𝐶approx̅̅ ̅̅ ̅̅ ̅̅ ̅. The use of 𝐶approx̅̅ ̅̅ ̅̅ ̅̅ ̅ is problematic because it contains information about 

the development of 𝐶 during the forecasting horizon. Also, the use of information about 𝑉 might be less 

intuitive than information about 𝑆𝑂𝐶, e.g. for fleet managers without a battery technology background. 

Information from charging is not input of the model because only CC charging is used in the NASA 

Randomized Battery Usage Data Set so the model would require adaption for real-world data (Key 

criterion 1c). 

Hosen et al. [189] introduce a model with 𝑘, charge and discharge 𝐼 & 𝑇, 𝑇storage and 𝑆𝑂𝐶storage as 

seven inputs and 𝐶(𝑘)  as output. They examine ensemble-bagged trees, GPR, SVM, and linear 

regression as machine learning methods, finding GPR as best with an RMSE of 0.2956. They do not 

consider distributional information of any 𝐼 , 𝑇 , or 𝑆𝑂𝐶  which would be important for real-world 

application (Key criterion 1c). 

Aitio and Howey [170] use GPR to predict the EOL defined by 𝑆𝑂𝐻R for 1027 solar off-grid lead-acid 

batteries. They use the 𝑅i(𝑡), 
𝜕𝑅i(𝑡)

𝜕𝑡
, calendar age, 𝑄thrpt, 𝑘, cumulative time spent at float charge, �̅�, 

and �̅� as features to predict EOL 0-8 weeks in advance. Their work is one of few directed at 𝑆𝑂𝐻R, but 

uses similar features as the others which forecast the 𝑆𝑂𝐻C. 

Micari et al. [190] demonstrate the usage of an empirical model charge & discharge 𝐼, 𝑇, and 𝐷𝑂𝐷 as 

inputs. The model outputs the capacity drop ∆𝐶(𝑡) after one second. Compared to the relevant time 

frame of battery aging of weeks or months for practitioners, a one-second-forecast indicates that the 

model needs adaption.  

Safari et al. [191] present empirical third-order polynomials with zero intercept as fitting functions with 

ageing time 𝑡, charge and discharge 𝐼 and 𝑆𝑂𝐶 as inputs. They fit the model parameters at BOL and 

after every 3 months for 1 year. Neither temperature information, nor any distributional information is 

input of their model (Key criterion 1b & 1c). 

Thomas et al. [192] propose an empirical rate-based degradation model considering the dependence of 

𝑇  on the 𝑆𝑂𝐻R . Compared to other empirical degradation models, their model accumulates the 
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degradation caused by exposure of the battery to different 𝑇 for an interval length ∆𝑡. Information on 𝐼 
and 𝑆𝑂𝐶 is not used by the model. 

In later work, Thomas et al. [193] apply the method from their previous work to a different data set. 

Further, in their new work they also output 𝑆𝑂𝐻C
−1. Still, there is a lack of information on 𝐼 and 𝑆𝑂𝐶. 

Also, the model’s transferability has not yet been examined (Key criterion 2). 

Bamati et al. [194] use the 𝑆𝑂𝐻(𝑡1), as well as averages of temperature 𝑇, current 𝐼, voltage 𝑉, and 

discharge cycle time 𝑡disch. They apply these features to a nonlinear autoregressive with external input 

(NARX) RNN. For multi-step predictions they use the predicted output of the RNN as input for the 

next cycle-step. As the authors note, this leads to accumulation of the prediction error. Still, they obtain 

a RMSE of 3 % on the NASA data set [128] for 30-cycle-ahead prediction and <2 % on an Oxford  

dataset [195]. 

Chiodo et al. [196] apply the model proposed in [197] and solve its partial differential equations 

analytically. They represent the battery operation by the expected charge current 𝜆𝑐ℎ and the expected 

current variation frequency 𝜓 in events/ minutes. Also, an expected value of the discharge current 

𝜆𝑑𝑖𝑠𝑐ℎ can be set as an additional input of the method. The current profile is modeled by a Monte Carlo 

Poisson process. The CC of small subintervals is drawn from an exponential distribution with the 

constant rate 𝜓. 𝜆 and 𝜓 can either be estimated from historical data or expressed via hypothesis in a 

scenario. Still, only two input variables 𝜆  and 𝜓 , or three input variables when including 𝜆𝑑𝑖𝑠𝑐ℎ , 

aggregate the current profile. No information about SOC and temperature is input to the method. The 

method reaches an adjusted determination coefficient (ADC) up to 99.85%. 

Jones et al. [108] present an ensemble of 10 eXtreme Gradient Boosting (XGBoost) models with the 

impedance spectrum 𝒔𝑘  before the cycle 𝑘 as current state information obtained by electrochemical 

impedance spectroscopy (EIS) and the future load during cycle 𝑘  as inputs. The model learns the 

capacity 𝐶 after the cycle 𝑘. For multi-step-ahead predictions the load during the future cycle can be 

extended to multiple future cycles. The future load is specified as concatenation of the charge and 

discharge currents. Thus, for the used dataset with two CC steps limited to 15 min length, the future 

load vector is still quite short even for long forecast horizons. However, this changes for more variable 

data from discharging in vehicle operation. Also, no information on temperature and SOC is considered. 

The mean error is 8.2 % over all forecast horizons. Both current state information and future load are 

necessary for a good forecast. Only using the state information or the future load results in 20.7 % and 

15.4 % error respectively. Increasing the forecasting horizon decreases the model fit down to still 𝑅2 =
0.75 for forecasting 40 cycles into the future. 

Lopez-Vilanuvea et al. [198] describe an empirical calendar ageing model with discretized subintervals 

when SOC and temperature 𝑇 change. All subintervals represented by their individual duration and a 

factor depending on SOC and 𝑇 are then summed to obtain the global capacity loss ∆𝐶. Given the fact 

that parking periods are long in BEV operation applying an empirical model with discretized 

subintervals is easier for parking than for charging or discharging operation. Also, the SOC will likely 

be constant for parking. Only the temperature 𝑇 may vary during day and night.  

Lu et al. [199] describe the future operation conditions of the battery as vectors each for the discharge 

and charge current with their elements corresponding to a single future cycle. Together with capacity-

voltage data from early cycling these vectors are input of a gated recurrent unit (GRU) that learns the 

charge and discharge capacity degradation. Similar to Lopez-Vilanuvea et al. [198], path dependence 

is considered by the sequence input, but further discretization on sub-cycle-level, e.g. relevant for 

discharge operation of BEVs is not addressed. The model achieves a median prediction RMSE of 2.4 % 

and 2.3 % for NMC and LFP batteries respectively.  

Sui et al. [200] present a hybrid method based on five physical empirical models. These consider �̅�, 

𝑆𝑂𝐶̅̅ ̅̅ ̅̅ , 𝐼,̅ overall time 𝑡, and rest time factor 𝐹Rest. Based on their output, a physical-informed LSTM 

outputs the corresponding past capacity fade. The past capacity fade is input of a second LSTM model 

that outputs the future capacity fade. In that sense, the second LSTM model is only autoregressive, but 

the concrete operational conditions are given to it implicitly via the physical-informed LSTM. Still the 
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operational conditions cannot be varied for different cycles given the method’s architecture. The 

𝑀𝐴𝑃𝐸̅̅ ̅̅ ̅̅ ̅̅ ̅ of three test batteries is 10.15 % after 50 % of the battery’s life. 

Wang et al. [201] apply a sequence-to-sequence (seq2seq) temporal convolutional network (TCN) with 

encoder-decoder structure. Based on the sequences of past battery operation, past capacity, and the 

future battery operation the future capacity is learnt. For this method battery operation is described by 

rest time 𝑡rest, current 𝐼, temperature 𝑇, and cutoff voltage 𝑉cutoff which determines the SOC range. 

The authors also evaluate memory size and percentage utilization of both CPU and GPU which are only 

rarely given in papers. The proposed TCN has a MAE of 0.0295 Ah over all datasets. 

Xu et al. [202] focus on RUL prediction with explicit consideration of varying ambient temperature. 

They propose a Wiener process and a two-step unbiased estimation method built on maximum 

likelihood estimation (MLE) with genetic algorithm (GA). The method is more accurate and less 

uncertain with explicit consideration of varying ambient temperature than without: It reaches an RMSE 

of 56.4 cycles compared to 139.2 cycles and 127.8 cycles for the Bayesian method and the particle 

filter-based method respectively. However, they only use a single battery cell with a different ambient 

temperature every 10 cycles, so the ambient temperature is not variable within a single cycle.12F

13  

Similar to Xu et al. [202], Kong et al. [107] not only consider varying temperatures in a Wiener process, 

but they also can input different discharge rates. The battery data used either varies regarding discharge 

c-rate or regarding a constant ambient temperature. So no changing temperatures as in Xu et al. [202] 

where considered. The same applies to combinations of changing c-rates and temperatures. 

4.2.2 Models with distributional information about future load 
Models with distributional information about the future load can either include rainflow counting or 

only histograms (Section 4.2.2.1 or 4.2.2.2 respectively). Models with rainflow counting may also 

contain inputs structured as histograms. Histograms in the context of battery ageing are also referred to 

as load collectives. Wenzl et al. [94] point out that histograms enable easy analysis of how changes in 

the operational conditions of a battery affect the ageing by adapted, synthetic histograms. This 

corresponds to the first problem motivating key criterion 1b in Section 2.2. 

4.2.2.1 Models with information about future load based on rainflow counting 

Rainflow counting is known from damage evaluation of metals and mechanical fatigue analysis [203]. 

But it can also be used for SOC cycle counting, i.e. to count how often the SOC jumps from one level 

range to another [204]. For example, SOC changes from the range of 0–10 % SOC to 10–20 % SOC 

could be counted. A figurative description is to image rain drops flowing and falling down a pagoda 

roof. Rainflows starting from a lower level interrupt rainflows from higher levels. Rainflow counting 

enables the consideration of micro-cycles which has been mentioned in Table 3 as a difference of 

laboratory and real-world battery operation.  

Nuhic et al. [71] output the future 𝐶(𝑡2) based on the current 𝐶(𝑡1), rainflow counting of SOC as well 

as different load collectives. The load collectives are 2D-histograms of I & T and SOC & T. Nuhic et 

al. [71] use data of six batteries operated in laboratory with real-world driving profiles at different 𝑇, 

C-rates, SOCs, and DODs. Their method learns the degradation behavior of the batteries, but 

transferability is not given because SVR was used.  

Based on their previous work [71], Nuhic et al. [205] introduce an improvement by adding and 

combining input information regarding the ∆𝑆𝑂𝐶, ∅𝑆𝑂𝐶, charging & discharging C-rate, and 𝑄thrpt. 

In this work for simplicity they only consider ∆𝑆𝑂𝐶 > 2 % with the rainflow counting method, but 

smaller ∆𝑆𝑂𝐶  are considerable for recuperation of BEVs. Nuhic et al. [205] also identify that a 

simplification of the current is necessary to prevent a large amount of data. They propose the calculation 

of a constant, mean C-rate for discharging and charging for each cycle determined with the rainflow 

counting method. After estimating the four parameters of the defined model equation, a maximum error 

bound of 5 % is reached. For a modified current profile, the error bound increases to a maximum of 

8 %. Nuhic et al. [205] note that their work is limited to cyclic ageing only, but calendar ageing should 

 
13 The authors only describe the battery cell is from the CALCE dataset, but it seems that they used cell CX2-4. 
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be considered in future work. In contrast to most other work found, Nuhic et al. [205] use a SOC profile 

inspired by real-life current profiles in a one year laboratory test. 

Building on their previous work in [71,205], Nuhic et al. [96] add “nested” load collectives. These 

include nested histograms for 𝑆𝑂𝐶, 𝑇mean, 𝑉mean, and C-rate based on separate SOC cycles determined 

by the rainflow counting known from Nuhic et al. [71]. E.g. a nested histogram is structured as follows: 

First, the cycle’s 𝑇mean is binned, e.g. from 20 °C to 30 °C. Second, within this bin the cycle’s 𝑉mean is 

differentiated into further bins, e.g. from 3.8 V to 4.1 V. Finally, within this bin a 2D histogram with 

bins of c-rate and SOC is created. So overall a 4D histogram is created. The histograms in their previous 

work [205] are based on separate SOC cycles determined by the rainflow counting. This means only 

the time window of a certain SOC cycle is considered for counting in the histograms. This is in contrast 

to Richardson et al. [185] and von Bülow et al. [88], who use the time window of the complete time 

horizon at once for their histograms. A further difference is that Nuhic et al. [96] count the amount of 

SOC cycles having values like 𝑇mean  in a certain range, but the histograms of Nuhic et al. [71], 

Richardson et al. [185], and von Bülow et al. [88] count the time spend in an operational state. When 

considering rainflow counting separately from the histograms like in [71], information on the SOC or 

voltage level of the (micro-)cycles is lost. This is solved in the last work of Nuhic et al. [96] by using 

nested histograms which connect the rainflow counting with voltage level information. 

Stroe [206] proposes a model in his PhD thesis that is based on rainflow-cycle counting. All identified 

cycles are summarized in a histogram by their cycle depth and 𝑆𝑂𝐶̅̅ ̅̅ ̅̅  as well as a separate 𝑇 profile and 

rest time 𝑡rest. Precise information on 𝐼 and 𝑇 is not input of the model so important stressors in real-

world operation are missing (Key criterion 1c). 

4.2.2.2 Models with information about future load only based on histograms 

Richardson et al. [185] present a GPR model with current 𝐶(𝑡1), total time elapsed during the load ∆𝑡 =
𝑡2 − 𝑡1 , the charge throughput 𝑄thrpt,charge , the absolute time elapsed since BOL 𝑡1 , and lastly 

histogram-like features. These histogram-like features are the time elapsed during which certain 

conditions regarding intervals of 𝑇 and 𝐼 are met. E.g. one input is the time elapsed during 2 A to 3 A. 

The model’s output is ∆𝐶 one cycle later so consequently the histograms are also created only for a 

single cycle. However, the bins of the model’s inputs are very broad and do not consider charging 

information separate from discharging. Thus, the model requires adaption before being able to capture 

the variability of real-world data (Key criterion 1c). 

Von Bülow et al. [88] train MLP models with 𝑆𝑂𝐻(𝑡1) and combined histograms of T, SOC & I as 

inputs. They forecast the ∆𝑆𝑂𝐻 over several cycles based on histograms of the operational data of these 

cycles. The histograms from Richardson et al. [185] are one dimensional (1D) histograms, e.g. a bin is 

2𝐴 < 𝐼 < 3𝐴. Von Bülow et al. [88] extend these 1D histograms to 2D and 3D histograms which 

combine bins of two or three signals respectively. For example, a bin is 0𝐶 < 𝐼 < 3𝐶 and 28 °𝐶 < 𝑇 <
31 °𝐶. The examined 2D histograms are 𝑇 & 𝑆𝑂𝐶, 𝐼 & 𝑆𝑂𝐶, and 𝐼 & 𝑇 (Variant A) and 𝑇 & 𝑆𝑂𝐶, 𝐼 & 

𝑆𝑂𝐶 (Variant B, like variant A without 𝐼 & 𝑇). The 3D histogram has 𝑇 & 𝐼 & 𝑆𝑂𝐶. They examine 

different sampling granularities of the histograms and find that 2D histograms work sufficiently well 

compared to 3D histograms. 

Nuhic et al. [71] also propose two parameter instantaneous value (dwell time-) counting which is 

equivalent to the 2D histogram-like features of von Bülow et al. [88]. Nuhic et al. [71] combine I & T 

as well as SOC & T. 

Frisk et al. [207] apply Random Survival Forests (RSF) to estimate the RUL of lead-acid batteries. They 

express the RUL as function ℬ(𝑡; 𝑡0, 𝒱) which describes the probability that the battery of a specific 

vehicle 𝒱 will last at least 𝑡 time units after 𝑡0. They use data from 33,603 Scania heavy-duty trucks 

from 5 European markets with 291 variables including 17 histograms. Of these they select the 30 most 

important variables using an AUC-based score. These include among others: the total distance driven, 

the truck’s time of delivery, the number of days in use and histogram values like the time spend at low 

battery voltage at relatively low temperatures of –5 to 10 °C, at low battery voltage in general, as well 

as low (<20 %) and high (>80 %) 𝑆𝑂𝐶 without battery load. They point out that it is not sufficient to 
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build a RUL prediction model only on calendar time and mileage. The authors do not provide a 

performance metric of their final model. 

Zhang et al. [208] examine SVR, RFR, GPR, and ANN with statistical properties of histograms as 

features. The statistical properties of the histograms are: Maximum, minimum, range, average, variance, 

skewness, kurtosis, 5th moment, and 6th moment. Spearman correlation analysis is used to identify the 

relevant statistical properties that serve as model inputs. The histograms are of 𝑇 , charging and 

discharging 𝐼, charging and discharging 𝑉, and total 𝑄thrpt. They use three public datasets [77,126,127] 

and a non-public real-world vehicle dataset. For the vehicle dataset additionally the 𝑆𝑂𝐶  is 

differentiated in separate histograms for charging, driving, and parking mode, 𝑇 is differentiated for 

parking and driving mode, and DOD is added. However, the statistical properties of the 𝑉-histogram 

are not used. As further adaption, the accumulated parking time and total time duration are added. RFR 

outperforms SVR, GPR, and ANN on all datasets. Its maximum MAPE is 4.21 % on the NASA dataset, 

and 1.41 % on the real-world vehicle dataset. Model transfer from one dataset to another has not been 

examined yet (Key criterion 2). A challenge will be that the most correlating features are not the same 

for the different datasets. 

Greenbank and Howey [52] generate histograms of 𝑉, 𝑇, 𝐼, absolute current |𝐼|, power 𝑃, and absolute 

power |𝑃|. They determine the size of the bins from the 1st, 33rd, 67th, and 99th percentiles of these 

histograms and derive their features from these percentiles. Disadvantageously, this can only be done 

after all signal values have been recorded. So, the advantage of time series aggregation in histograms 

regarding data saving and transfer is lost. Compared to other histogram-based features like in [88], 

Greenbank and Howey [52] have overlapping bins: For example, the second voltage bin is from 2 V to 

3.51 V, which is simply the sum of the first bin from 2 V to 3.12 V and the forth bin from 3.12 V to 

3.51 V. Overall, they generate 74 feature which they reduce to 5 features using Pearson’s correlation 

coefficient. As inputs of a GPR these features reach a mean RMSE of 0.17 %. The same work appears 

also in the PhD thesis of Greenbank [209]. 
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Table 6: Summary of SOH forecasting models. Symbols are defined in Table 5. “x” means yes. “-“ means no. 
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SOH forecasting models without information about future load (Section 4.1) 

[91] 359 GPR [128] 𝑘 - - - - x x - 
𝑅𝑀𝑆𝐸 =
0.0817F

18 
- 𝑆𝑂𝐻 - 

[175] 102 Empirical 
- & 

[128] 
𝑘 - - - - x -/x - 

𝑅𝑀𝑆𝐸
= 2.5% 

x 𝑆𝑂𝐻 - 

[176] 19 Linear - 𝑘 - - - - x - - 𝑀𝑆𝐸 = 1.7 - 𝑆𝑂𝐻 - 

[177] 119 Bayesian - 𝑘 - - - - x - - 𝑀𝐴𝐷 = 0.02 - ∆𝐶 1 cycle 

[210] 0 

LR, RFR, 

RNN, 

LSTM 

- 𝑡 in d - - - x x - - 𝑀𝑆𝐸 = 3.02 - 𝑆𝑂𝐻(𝑡2) 
100-400 

d 

 
14 Accessed 21.10.2022. 
15 Acronyms of model types: Gaussian process regression (GPR), linear regression (LR), random forest regression (RFR), recurrent neural network (RNN), long short-term 

memory (LSTM), multiple layer perceptron (MLP), convolutional neural net (CNN), nonlinear autoregressive dynamic network with external inputs (NARX), support-vector 

regression (SVR), stacked long short-term memory (SLSTM), least-angle regression (LARS), last absolute shrinkage and selection operator (lasso), similarity–based 

modeling (SBM), Multivariable Fractional Polynomial (MFP), Bayesian Neural Network (BNN), Random Survival Forests (RSF), variational MLP (vMLP), gated recurrent 

unit (GRU), temporal convolutional network (TCN). 
16 “-“ means own, non-public data set. 
17 Acronyms of metrics: Root mean squared error (RMSE), mean squared error (MSE), mean absolute deviation (MAD), mean average error (MAE), mean average 

percentage error (MAPE), absolute error (AE), adjusted determination coefficient (ADC). 
18 For prediction horizon > 20 cycles 
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[211] 14 

two 

variational 

MLPs 

[126,1

28] 
𝑄thrpt,discharged - x - - x x - Not given - 𝐶 and 𝑅i - 

[86] 16 Empirical [128] 

𝑘, accumulated 

𝑡rest, 𝑘 after a 

regeneration due to 

rest time 

- x - - x x - 
𝑅𝑀𝑆𝐸
= 0.0189 

- 𝐶(𝑡) - 

[212] 66 
Dilated 

CNN 
[127] 

𝑉terminal, 𝐼, 𝑇cell of 

last four cycles 
- - -/x - - x - 

𝑀𝐴𝑃𝐸
= 10.6% 

x RUL - 

[127] 790 Elastic net [127] 

features derived 

from the first 100 

discharge voltage 

curves 

- - - - - x x 
𝑅𝑀𝑆𝐸
= 51𝑐𝑦𝑐𝑙𝑒𝑠 

x 
cycle 

life 
- 

[105] 46 LSTM [129] 𝐶(𝑡) up to present autoregressive - x x x 
𝑀𝐴𝑃𝐸
= 1.1% 

x 𝐶(𝑡) - 

[168] 0 RNN 
[127,1

29] 

𝐶(𝑡) & 𝑅i(𝑡) up to 

present 
autoregressive - x x x 

𝑀𝐴𝑃𝐸 =
2.37%& 

1.24% 

x 
𝐶(𝑡) & 

𝑅i(𝑡) 
- 

[178] 10 
Among 

others: CNN 
[127] 

features derived 

from the first 100 

discharge voltage 

curves 

- - - - - x x 
𝑅𝑀𝑆𝐸
= 17cycles 

x 
cycle 

life 
- 

[179] 0 VMLP [126] 𝐸 - - - - x x - Not given - 𝐶 - 
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SOH forecasting models without distributional information about future load (Section 4.2.1) 

[181] 33 GPR - ∆𝑡, 𝑇−1, 𝑆𝑂𝐶 x x - - x - - 
𝑀𝐴𝐸
= 0.31% 

x ∆𝐶 30-60 d 

[182] 45 GPR - 

𝑄thrpt, 𝑇
−1, DOD, 

∅𝑆𝑂𝐶, charging & 

discharging C-rate 

x x - - x - - 
𝑀𝐴𝐸
= 0.58% 

x ∆𝐶 
4-12 

kAh 

[183] 5 GPR - Join [181,182] x x - - x - - 
𝑀𝐴𝐸
= 0.78% 

- ∆𝐶 

17-21 d 

& 29.9-

84.4 Ah 

[153] 26 
Semi-

empirical 
- 

𝑘, 𝑇ambient, C-rate, 

𝑇rest,𝑆𝑂𝐶rest , 
𝑡rest 

x x - - x - x 
𝑅𝑀𝑆𝐸
= 0.9916 

- ∆𝐶 - 

[153] 26 GPR - 

𝑇surface, charging 

& discharging C-

rate, 𝑘, 𝑇rest, 
𝑆𝑂𝐶rest, 𝑡rest 

x x - - x - x 
𝑅𝑀𝑆𝐸
= 0.0458 

- 𝐶(𝑡2) - 

[153] 26 NARX - 
Same as GPR in 

[153] 
x x - - x - x 

𝑅𝑀𝑆𝐸
= 0.0099 

x 𝐶(𝑡2) - 

[184] 391 SVR - 

𝑆𝑂𝐻(𝑡1), 𝑇min, 

𝑇max, ∆𝑡, 𝐼mean, 

𝑄thrpt, 𝑆𝑂𝐶max, 

∆𝑆𝑂𝐶 

x x - - x - - 
𝑀𝐴𝑃𝐸max

= 20% 
x 𝑆𝑂𝐻(𝑡2) 1 cycle 
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[213] 9 SLSTM [127] 𝑘, ∅𝑇, 𝑅i x x - - x x - 
𝑅𝑀𝑆𝐸
= 0.0019 

- 𝐶(𝑡2) 
30 % of 

cycle life 

[161] 83 

LARS, 

Ridge, 

Lasso, 

Elastic Net 

- 

Output energy, 𝐼 
sign alternation, 

distance, 𝑇rest, 
𝑡experimental in d 

x x - - x - - 
𝐴𝐸max

= 0.46 
x 𝐶(𝑡2) 

2-3 

capacity 

measure

ments 

[214] 6 SBM [215] 

𝑘, 𝐼discharge, 

∆𝑆𝑂𝐶, ∅ SOC-

SR18F

19 

x x - - x x - Not given - 
𝑑𝐶(𝑡2)

𝑑𝑘
 1 cycle 

[120] 173 GPR - 

𝐶(𝑡 − 𝑖), … , 𝐶(𝑡) 
with 𝑖 = 0,… ,4, 

𝑇ambient, DOD 

x x - - x - - 
𝑅𝑀𝑆𝐸
= 0.09 

x 𝐶(𝑡2) 1 cycle 

[89] 5 BNN - C-rate, 𝑆𝑂𝐶, 𝑇, 𝑡 x x - - x - - 
𝑀𝐴𝐸
≅ 0.5% 

- ∆𝐶 - 

[186] 13 LSTM - 

𝐶(𝑡), ∆𝑡, 
𝑆𝑂𝐶storage, 

𝑇storage 

x - - x x - - 
𝑅𝑀𝑆𝐸
= 0.0008 

x 
𝐶(𝑡
+ ∆𝑡) 

∆𝑡
= 720ℎ 

[187] 57 - - 

Count events: 1) 

high 𝐼charge, 2) 

high 𝐼𝑐ℎ𝑎𝑟𝑔𝑒 & low 

x -/x - - - - - Not given - - - 

 
19 The SOC-SR (SOC swing range) is the range in which SOC-S varies. 
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𝑇, 3) high 𝐼charge 

& high 𝐷𝑂𝐷 

[188] 2 MFP [126] 

𝐶(𝑘), from 

discharging: 𝑇min
̅̅ ̅̅ ̅̅ , 

𝑇max
̅̅ ̅̅ ̅̅ , 𝐼,̅ ∆𝑡, λ𝑠ℎ𝑜𝑟𝑡, 
∆𝑡rest, 𝑉0̅̅̅, ∆𝑉̅̅̅̅ , 

𝐶approx̅̅ ̅̅ ̅̅ ̅̅ ̅ 

x x - - x x - 
𝑅𝑀𝑆𝐸max

= 0.138320 
x 

∆𝐶(𝑘
+𝑚) 

Approx. 

𝑚=50 

cycles 

[189] 13 
GPR, SVM, 

LR 
- 

𝑘, charge & 

discharge 𝐼 & 𝑇, 

𝑇storage, 

𝑆𝑂𝐶storage 

x - - - x - - 
𝑅𝑀𝑆𝐸
= 0.2956 

x 𝐶(𝑘) - 

[190] 5 Empirical - 

𝐶(𝑡), charge & 

discharge 𝐼, 𝑇, 

𝐷𝑂𝐷 

x - - - x - - Not given x ∆𝐶 1𝑠 

[191] 130 Empirical - 
𝑡, charge & 

discharge 𝐼 & 𝑆𝑂𝐶 
x - - - x - - 𝐴𝐸 = 0.02F20F

21 - ∆𝑆𝑂𝐻 - 

[170] 13 GPR - 
𝑅𝑖, 

𝜕𝑅𝑖

𝜕𝑡
, calendar 

age, 𝑄thrpt, 𝑘, 
x x - - - - - 

Balanced 

accuracy = 

73 %21F

22 

x 𝑅𝑈𝐿R 
0-8 

weeks 

 
20 Best feature set (MFPc) and worst battery (RW12) results in maximum RMSE. 
21 Only graphical and qualitative results, except of this error for profiles at 𝑆𝑂𝐶 = 40 % after 1 year. 
22 At a prediction horizon of 8 weeks until EOL. 
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cumulative time 

spent at float 

charge, �̅�, and �̅� 

until 

EOL 

[192] 60 Empirical - (𝑇, ∆𝑡)𝑖, 𝑆𝑂𝐻R(𝑡1) x - - - x - - 𝜎𝜀 = 0.01 - 𝑆𝑂𝐻R ∆𝑡 = 1ℎ 

[193] 5 Empirical - (𝑇, ∆𝑡)𝑖, 𝑆𝑂𝐻(𝑡1) x - - - x - - 
𝜎𝜀,𝑅 = 0.01,  

𝜎𝜀,𝐶 = 0.002 
- 

𝑆𝑂𝐻R, 

𝑆𝑂𝐻C
−1 

∆𝑡 = 1ℎ 

[194] 2 
NARX-

RNN 

[128,1

95] 

𝑆𝑂𝐻(𝑡1) , 𝐼mean , 

𝑇mean , 𝑉mean , 

𝑡dis,mean 

x x - - x x - 
𝑅𝑀𝑆𝐸
≤ 3 % 

- 𝑆𝑂𝐻 
1 or 30 

cycles 

[196] 0 Empirical - 𝜆𝑐ℎ, 𝜆𝑑𝑖𝑠𝑐ℎ, 𝜓 x x - - x - - 
𝐴𝐷𝐶
≤ 99.85 % 

- 𝐶 - 

[108] 1 XGBoost [216] 
impedance 

spectrum 𝒔𝑘, 𝐼𝑘+𝑗 
x - - - x x x 

𝐸𝑟𝑟𝑜𝑟̅̅ ̅̅ ̅̅ ̅̅ ̅

= 8.2 % 
x 𝐶𝑘+𝑗 

1-40 

cycles 

[198] 0 Empirical - 
Vectors of 𝑆𝑂𝐶  & 

𝑇 
x - - - x - - Not given - ∆𝐶 - 

[199] 4 GRU 
[77,12

7,217] 

Vectors of 𝐼ch  & 

𝐼disch 
x - - - x x - 

𝑅𝑀𝑆𝐸̅̅ ̅̅ ̅̅ ̅̅ ̅

= 2.3 % 
- 𝐶 - 

[200] 0 Hybrid [128] �̅�, 𝑆𝑂𝐶̅̅ ̅̅ ̅̅ , 𝐼,̅ 𝑡, 𝐹Rest x x - - - x - 
𝑀𝐴𝑃𝐸̅̅ ̅̅ ̅̅ ̅̅ ̅

= 10.15 % 
x RUL - 

[201] 0 TCN 

[128,2

18–

220] 
𝑡rest, 𝐼, 𝑇, 𝑉cutoff x - - - x x - 

𝑀𝐴𝐸
= 0.0295 𝐴ℎ 

x 𝐶 - 
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[202] 41 
Wiener 

Process 
[218] 𝑇ambient x - - - - x - 

𝑅𝑀𝑆𝐸
= 56.4 

- RUL - 

[107] 2 
Wiener 

Process 

- & 

[221] 
𝑇ambient, C-rate x - - - - -/x - 

𝐸𝑟𝑟𝑜𝑟̅̅ ̅̅ ̅̅ ̅̅

= −3.05 
- RUL - 

SOH forecasting models with information about future load based on rainflow counting (Section 4.2.2.1) 

[71] 516 SVR - 

𝐶(𝑡1), rainflow 

counting SOC, 

load collective I 

over T and SOC 

over T 

x x x - x - - 
𝑀𝑆𝐸
≅ 0.0004 

x 𝐶(𝑡2) ≅ 8-15𝑑 

[205] 122F

23 

Equation 

with four 

parameters 

- 

∆𝑆𝑂𝐶, ∅𝑆𝑂𝐶, 

charging & 

discharging C-rate, 

𝑄thrpt 

x x x - x - - 
𝐴𝐸max

= 8% 
x ∆𝐶 

≅ 2-5 
𝑘𝐴ℎ 

[96] 22 SVR - 

“nested” load 

collective of SOC-

classes, T, V, SOC, 

C-rate 

x x x - x - - 
Only 

graphically 
- 𝐶(𝑡2) ≅ 50𝑑 

 
23 The work of Nuhic et al. [205] is not publicly available. Thus, it is not listed on Google Scholar. On ReserachGate one citation is mentioned. The first author kindly 

provided the work upon request. 



Prep
rin

t 

Auth
ors

' V
ers

ion

32 

Ref. 

C
it

at
io

n
s 

o
n
 G

o
o
g
le

 S
ch

o
la

r13F
1

4
 

Model 

type14F

15 

P
u
b
li

c 
d
at

a 
se

t15F1
6
 Model inputs 

(See symbols in 

Table 5) 

Key criterion 

O
p
en

 s
o
u
rc

e 

Model 

performance16F

17 

O
v
er

fi
tt

in
g
 c

h
ec

k
ed

 

O
u
tp

u
t 

v
al

u
e 

F
o
re

ca
st

 h
o
ri

zo
n
 

1a 1b 1c 2 3 

In
fo

 a
b
o
u
t 

fu
tu

re
 l

o
ad

 

A
g
g
re

g
at

ed
 i

n
fo

 a
b
o
u
t 

fu
tu

re
 l

o
ad

 

S
u
it

ab
le

 f
o
r 

re
al

-w
o
rl

d
 

o
p
er

at
io

n
 

T
ra

n
sf

er
 

2
n

d
 l

if
e 

ap
p
li

ca
b
il

it
y
 

D
at

a 

C
o
d
e 

[206] 26 

Empirical: 

Power law 

& linear 

- 

Histogram by cycle 

depths & 𝑆𝑂𝐶̅̅ ̅̅ ̅̅ , 

profile of 𝑇, 𝑡rest 
x x - - x - - 

𝑀𝐴𝑃𝐸max

= 10.24% 
- ∆𝐶 1 week 

SOH forecasting models with information about future load only based on histograms (Section 4.2.2.2) 

[185] 100 GPR [128] 

𝐶(𝑡1), ∆𝑡, 
𝑄thrpt,charge, 𝑡1, T 

& I histogram-like 

x x - - x x - 
𝑅𝑀𝑆𝐸
= 0.0201 

x ∆𝐶 1 cycle 

[88] 3 MLP [127] 
𝑆𝑂𝐻(𝑡1), T, SOC 

& I histogram-like 
x x x x23F

24 x x - 
𝑅𝑀𝑆𝐸test
= 0.08425 

x ∆𝑆𝑂𝐻 
25-530 

cycles 

[207] 40 RSF - 

5 non-histogram 

variables, 12 bin 

variables, 13 

derived histogram 

variables 

x x x - - - - Not given - 𝑅𝑈𝐿 - 

[208] 10 
SVR, RFR, 

GPR, ANN 

- & 

[77,12

6,127] 

Statistical 

properties of 

histograms of 𝑇, 

charging and 

discharging 𝐼, 

x x x - x -/x - 
𝑀𝐴𝑃𝐸max

= 4.21% 
x ∆𝐶 1 cycle 

 
24 In follow-up work: [174]. 
25 From Table 12 F-W9-2D, variant A 𝑤𝑠 = 25. 
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charging and 

discharging 𝑉, and 

total 𝑄thrpt 

[52] 18 GPR 
[77,12

7] 

Histograms of 𝑉, 

𝑇, 𝐼, |𝐼|, 𝑃, |𝑃| 
x x x - x x - 

𝑅𝑀𝑆𝐸̅̅ ̅̅ ̅̅ ̅̅

= 0.0017 
x ∆𝐶 

∆𝑡
= 12ℎ 
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5 Conclusion 
In this paper, six key criteria for SOH forecasting models shown in Table 2 were derived from a user’s 

perspective of battery designer and BEV fleet manager. The existing literature of SOH forecasting 

models was assessed and filtered regarding these key criteria. Then, the remaining literature was 

hierarchically structured in four groups visualized in Figure 4 regarding the model’s input information 

of the future battery load. Furthermore, we observed no clear differentiation of SOH estimation, 

prediction, and forecast in the reviewed literature so we provided a differentiation of these terms in 

Section 2. 

This survey gained insights in possible input values of SOH forecasting models. Also, rain flow 

counting and histograms as time series aggregation methods maintaining distributional information for 

SOH forecasting models were presented. Only 10 SOH forecasting models use distributional 

information about the future battery operational load. The majority either cannot input information 

about the future load or the information is only non-distributional. The latter means that constant load, 

e.g. regrading ∆𝑆𝑂𝐶 , 𝑇rest , and 𝑆𝑂𝐶rest  is assumed for the whole forecasting horizon. This is an 

unrealistic assumption in real-world operation of BEVs. In existing literature, only machine learning 

models like SVR, GPR, and MLP were shown to work with distributional information of battery 

operation. In contrast to humans and other models, machine learning models are able to learn the 

complex dependencies of battery operation and battery ageing from data. 

As pointed out by the Venn diagram Figure 5, the majority of the five chosen key criteria is only satisfied 

by a few methods. Model transfer has only been examined once, indicating that more research is 

required on key criterion 2. Key criterion 3 can easily be fulfilled by choosing the SOH as output value. 

Overall, the use and development of SOH forecasting models applicable in real-world operation 

according to the defined key criteria are still in an early stage. However, the evaluation of the found 

methods is only regarding the finite set of the five chosen key criteria in Section 2.2. Other key criteria, 

e.g. related to the technical implementation of the methods are not considered. One could consider the 

necessary amount of training data, required computational resources for training and interference, and 

size of the model (in storage MB or number of parameters). These key criteria are out of scope for this 

review but will become important once the field of SOH forecasting advances. 

 

Figure 5: Venn diagram based on method hierarchy regarding input data of the methods (see Figure 4). The fulfilled critical 

key criteria correspond to the colored areas. The key criteria are defined in Table 2. *Key criteria 1c and 3 are only not 

fulfilled for [185,206] and [207] respectively. 

The comparability of the performance results of the presented models is difficult because of different 

operational data, different output values, different metrics, and different forecast horizons used. 

Furthermore, a lack of open-source availability of both code and data complicates comparisons. 

Currently, no standard data set from real-world operation exists for battery SOH forecasting models 

like ImageNet, MNIST or CIFAR for image classification models. Such open-source datasets give 

different researchers the opportunity to compare the performance results, e.g. of their data augmentation 
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techniques [222]. A publicly available data set not from laboratory battery operation, but from real-

world vehicle operation would enable benchmarking of SOH forecasting models applicable in real-

world vehicle operation. Thus, it would accelerate progress in the research field. 
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Capacity-based State of Health 

Further Definition 
Less common than the definition of 𝑆𝑂𝐻C in Eq. (2) is the following definition [25,71]: 

𝑆𝑂𝐻C(𝑡) =
C(𝑡) − 𝐶EOL
𝐶nom − 𝐶EOL

 (14) 

with 𝐶EOL as required capacity at EOL. 

Capacity-based State of Health of Series Connection 
The 𝑆𝑂𝐻C of cells in s connection is stated in Eq. (5) based on [46,48]. With the general definition of 

𝑆𝑂𝐻C(𝑡) from Eq. (2) applied to cells in a series connection and the definition of 𝐶s  in a series 

connection from Eq. (3) it holds true that: 

𝑆𝑂𝐻C,s(𝑡) =
𝐶s(𝑡)

𝐶nom,s
=

min
𝑖

𝐶𝑖(𝑡)

min
𝑖

𝐶nom,𝑖
 (15) 

with 𝑖 = 1,2, … , 𝑛s. Assuming 𝐶nom,𝑖 = 𝐶nom, we obtain: 

min
𝑖

𝐶𝑖(𝑡)

min
𝑖

𝐶nom,𝑖
=
min
𝑖

𝐶𝑖(𝑡)

𝐶nom
. 

(16) 

Because of its physical meaning 𝐶nom > 0, we get: 
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min
𝑖

𝐶𝑖(𝑡)

𝐶nom
= min

𝑖

𝐶𝑖(𝑡)

𝐶nom
= min

𝑖
𝑆𝑂𝐻C,𝑖(𝑡). 

(17) 

Capacity-based State of Health of Parallel Connection 
The 𝑆𝑂𝐻C of cells in p connection is stated in Eq. (6) based on [46]. With the general definition of 

𝑆𝑂𝐻C(𝑡) from Eq. (2) applied to cells in a parallel connection and the definition of 𝐶s in a parallel 

connection from Eq. (4) it holds true that: 

𝑆𝑂𝐻C,p(𝑡) =
𝐶p(𝑡)

𝐶nom,p
=

∑ 𝐶𝑗(𝑡)
𝑛p
𝑗=1

∑ 𝐶nom,𝑗
𝑛p
𝑗=1

 (18) 

with 𝑗 = 1,2, . . . , 𝑛p. Assuming 𝐶nom,𝑗 = 𝐶nom, we obtain: 

∑ 𝐶𝑗(𝑡)
𝑛p
𝑗=1

∑ 𝐶nom,𝑗
𝑛p
𝑗=1

=
∑ 𝐶𝑗(𝑡)
𝑛p
𝑗=1

∑ 𝐶nom
𝑛p
𝑗=1

=
∑ 𝐶𝑗(𝑡)
𝑛p
𝑗=1

𝑛p∙𝐶nom
=

1

𝑛p
∑

𝐶𝑗(𝑡)

𝐶nom

𝑛p
𝑗=1

=
1

𝑛p
∑ 𝑆𝑂𝐻C,𝑗(𝑡)
𝑛p
𝑗=1

. (19) 

 

Capacity-based State of Health of Parallel-Series Connections 
The 𝑆𝑂𝐻C of cells in ps connection based on [46] is stated in Eq. (7). With the general definition of 

𝑆𝑂𝐻C(𝑡) from Eq. (2) applied to cells in a ps connection and the definition of 𝐶p in a parallel connection 

from Eq. (4) we obtain: 

𝑆𝑂𝐻C,ps(𝑡) =
𝐶ps(𝑡)

𝐶nom,ps
=

∑ 𝐶𝑗,s(𝑡)
𝑛p
𝑗=1

∑ 𝐶nom,𝑗,s
𝑛p
𝑗=1

 (20) 

with 𝑗 = 1,2, . . . , 𝑛p, 𝐶𝑗,s(𝑡) as capacity of the 𝑗-th series connection, and 𝐶nom,𝑗,s as nominal capacity 

of the 𝑗-th series connection. Using the definition of 𝐶s in a series connection from Eq. (3), we substitute 

𝐶𝑗,s(𝑡) and 𝐶nom,𝑗,s: 

∑ 𝐶𝑗,s(𝑡)
𝑛p
𝑗=1

∑ 𝐶nom,𝑗,s
𝑛p
𝑗=1

=
∑ min

𝑖
𝐶𝑗𝑖(𝑡) 

𝑛p
𝑗=1

∑ min
𝑖

𝐶nom,𝑗𝑖 
𝑛p
𝑗=1

 (21) 

with 𝑖 = 1,2, . . . , 𝑛s. Again assuming 𝐶nom,𝑗𝑖 = 𝐶nom results in: 

∑ min
𝑖

𝐶𝑗𝑖(𝑡) 
𝑛p
𝑗=1

∑ min
𝑖

𝐶nom,𝑗𝑖 
𝑛p
𝑗=1

=
∑ min

𝑖
 𝐶𝑗𝑖(𝑡)

𝑛p
𝑗=1

∑ min
𝑖
 𝐶nom

𝑛p
𝑗=1

=
∑ min

𝑖
 𝐶𝑗𝑖(𝑡)

𝑛p
𝑗=1

𝑛p ∙ 𝐶nom
. (22) 

Because of its physical meaning 𝐶nom > 0 and with Eq. (2), we get: 

∑ min
𝑖
 𝐶𝑗𝑖(𝑡)

𝑛p
𝑗=1

𝑛p ∙ 𝐶nom
=

1

𝑛𝑝
∙∑min

𝑖

𝐶𝑗𝑖(𝑡)

𝐶nom

𝑛𝑝

𝑗=1

=
1

𝑛p
∙∑min

𝑖
 𝑆𝑂𝐻C,𝑗𝑖(𝑡)

𝑛𝑝

𝑗=1

. (23) 

Capacity-based State of Health of Series-Parallel Connections 
The 𝑆𝑂𝐻C of cells in sp connection based on [46] is stated in Eq. (8). With the general definition of 

𝑆𝑂𝐻C(𝑡) from Eq. (2) applied to cells in a sp connection and the definition of 𝐶s in a series connection 

from Eq. (3) we obtain: 

𝑆𝑂𝐻C,sp(𝑡) =
𝐶sp(𝑡)

𝐶nom,sp
=

min
𝑖

𝐶𝑖,p(𝑡)

min
𝑖

𝐶nom,𝑖,p
 (24) 

with 𝑖 = 1,2, . . . , 𝑛s, 𝐶𝑖,p(𝑡) as capacity of the 𝑖-th parallel connection, and 𝐶nom,𝑖,p as nominal capacity 

of the 𝑖-th parallel connection. Using the definition of 𝐶p in a parallel connection from Eq. (2), we 

substitute 𝐶𝑖,p(𝑡) and 𝐶nom,𝑖,p: 
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min
𝑖

𝐶𝑖,p(𝑡)

min
𝑖

𝐶nom,𝑖,p
=

min
𝑖

∑ 𝐶𝑖𝑗(𝑡)
𝑛p
𝑗=1

min
𝑖

∑ 𝐶nom,𝑖𝑗
𝑛p
𝑗=1

 (25) 

with 𝑗 = 1,2, . . . , 𝑛p. Again assuming 𝐶nom,𝑖𝑗 = 𝐶nom results in: 

min
𝑖

∑ 𝐶𝑖𝑗(𝑡)
𝑛p
𝑗=1

min
𝑖

∑ 𝐶nom,𝑖𝑗
𝑛p
𝑗=1

=
min
𝑖

∑ 𝐶𝑖𝑗(𝑡)
𝑛p
𝑗=1

min
𝑖

∑ 𝐶nom
𝑛p
𝑗=1

=
min
𝑖

∑ 𝐶𝑖𝑗(𝑡)
𝑛p
𝑗=1

min
𝑖

𝑛p ∙ 𝐶nom
=
min
𝑖

∑ 𝐶𝑖𝑗(𝑡)
𝑛p
𝑗=1

𝑛p ∙ 𝐶nom
. (26) 

Because of its physical meaning 𝐶nom > 0 and with Eq. (2), we get: 

min
𝑖

∑ 𝐶𝑖𝑗(𝑡)
𝑛p
𝑗=1

𝑛p ∙ 𝐶nom
=

1

𝑛𝑝
∙∑min

𝑖

𝐶𝑖𝑗(𝑡)

𝐶nom

𝑛𝑝

𝑗=1

=
1

𝑛p
∙∑min

𝑖
 𝑆𝑂𝐻C,𝑖𝑗(𝑡)

𝑛𝑝

𝑗=1

. (27) 

Relation of Capacity-based State of Health of Series-Parallel and Parallel-Series Connections 
The 𝑆𝑂𝐻C of cells in sp connection is greater than or equal to the SOH of cells in ps connection as 

stated in Eq. (9). With the definition of 𝑆𝑂𝐻C,s in a series connection from Eq. (5) it holds true that:  

𝑆𝑂𝐻C,s(𝑡) = min
𝑖

𝑆𝑂𝐻C,𝑖(𝑡) ≤ 𝑆𝑂𝐻C,𝑖(𝑡) (28) 

with ∀𝑖 = 1,2, . . . , 𝑛s, e.g. the 𝑆𝑂𝐻C,𝑖(𝑡) of each cell 𝑖 in a series connection is at least the minimum 

𝑆𝑂𝐻C,s(𝑡)  of the series connection. Considering 𝑛p  parallel connections of such a single series 

connection results in: 

∑min
𝑖
 𝑆𝑂𝐻C,𝑖𝑗(𝑡)

𝑛p

𝑗=1

≤∑𝑆𝑂𝐻C,𝑖𝑗(𝑡)

𝑛p

𝑗=1

 (29) 

with 𝑗 = 1,2, . . . , 𝑛p. Using the same argument as in Eq. (28) we obtain: 

∑min
𝑖
 𝑆𝑂𝐻C,𝑖𝑗(𝑡)

𝑛p

𝑗=1

≤ min
𝑖

∑𝑆𝑂𝐻C,𝑖𝑗(𝑡)

𝑛p

𝑗=1

≤∑𝑆𝑂𝐻C,𝑖𝑗(𝑡)

𝑛p

𝑗=1

. (30) 

As by definition 𝑛p > 0, it follows:  

1

𝑛p
∙∑min

𝑖
𝑆𝑂𝐻C,𝑖𝑗(𝑡)

𝑛p

𝑗=1

≤
1

𝑛p
∙ min

𝑖
∑𝑆𝑂𝐻C,𝑖𝑗(𝑡)

𝑛p

𝑗=1

 (31) 

which concludes our claim from Eq. (9): 

𝑆𝑂𝐻C,ps(𝑡) ≤ 𝑆𝑂𝐻C,sp(𝑡). (32) 

Resistance-based State of Health 

Further Definitions 
Other, less common definitions compared to Eq. (1) include the relative change of the internal ohmic 

resistance compared to a new battery [29,223]: 

𝑆𝑂𝐻R(𝑡) =
𝑅(𝑡) − 𝑅nom

𝑅nom
. (33) 

Also, the 𝑆𝑂𝐻R may refer to 𝑅EOL as maximum 𝑅 at EOL [8,35,224]: 

𝑆𝑂𝐻R(𝑡) =
𝑅EOL − 𝑅(t)

𝑅EOL − 𝑅nom
. (34) 
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As the last definition in Eq. (34), also for this definition 𝑆𝑂𝐻𝑅 decreases when 𝑅(t) increases [225,226]: 

𝑆𝑂𝐻R(𝑡) = 1 +
𝑅nom−𝑅(𝑡)

𝑅nom
= 2 −

𝑅(𝑡)

𝑅nom
. (35) 

Analogous to 𝑆𝑂𝐻C in Eq. (2), with the last two 𝑆𝑂𝐻𝑅  definitions in Eqs. (34) and (35) increasing 

ageing leads to a decreasing SOH. 

Resistance of Series and Parallel Connections 
According to Kirchhoff's junction law, the resistance of cells in series connection 𝑅s(𝑡) is the sum of 

the single cell’s resistance 𝑅𝑗(𝑡): 

𝑅s(𝑡) = ∑ 𝑅𝑖(𝑡)
𝑛s
𝑖=1  with 𝑖 = 1,2, . . . , 𝑛s. (36) 

The resistance of cells in parallel connection 𝑅p(𝑡) depends on the single cell’s resistance 𝑅𝑗(𝑡): 

𝑅p(𝑡) = (∑ 𝑅𝑗(𝑡)
−1𝑛p

𝑗=1
)
−1

 with 𝑗 = 1,2, . . . , 𝑛p. (37) 

Resistance-based State of Health of Series Connections 
The 𝑆𝑂𝐻R,s of cells in series connection depends on the cells’ average 𝑆𝑂𝐻R,𝑖(𝑡) for the two applied 

definition of the 𝑆𝑂𝐻R.  

a) With the 𝑆𝑂𝐻R definition from Eq. (1) 𝑆𝑂𝐻R(𝑡) =
𝑅(𝑡)

𝑅nom
 it follows for a series connection: 

𝑆𝑂𝐻R,s(𝑡) =
𝑅s(𝑡)

𝑅nom,s
=

∑ 𝑅𝑖(𝑡)
𝑛s
𝑖=1

∑ 𝑅nom,𝑖
𝑛s
𝑖=1

 (38) 

with 𝑖 = 1,2, . . . , 𝑛s, and Eq. (36) for the resistance of cells in series connection. Assuming 𝑅nom,𝑖 =
𝑅nom results in:  

∑ 𝑅𝑖(𝑡)
𝑛s
𝑖=1

∑ 𝑅nom,𝑖
𝑛s
𝑖=1

=
∑ 𝑅𝑖(𝑡)
𝑛s
𝑖=1

∑ 𝑅nom
𝑛s
𝑖=1

=
∑ 𝑅𝑖(𝑡)
𝑛s
𝑖=1

𝑛s ∙ 𝑅nom
=

1

𝑛s
∙∑

𝑅𝑖(𝑡)

𝑅nom

𝑛s

𝑖=1

. (39) 

Finally, with the 𝑆𝑂𝐻R definition from Eq. (1) we conclude that in series connection the 𝑆𝑂𝐻R,s(𝑡) is 

the cells’ average 𝑆𝑂𝐻R,𝑖(𝑡): 

1

𝑛s
∙∑

𝑅𝑖(𝑡)

𝑅nom

𝑛s

𝑖=1

=
1

𝑛s
∙∑𝑆𝑂𝐻R,𝑖(𝑡)

𝑛s

𝑖=1

. (40) 

b) With the 𝑆𝑂𝐻R definition from Footnote 1 𝑆𝑂𝐻R(𝑡) =
𝑅(𝑡)−𝑅nom

𝑅nom
 it follows for a series connection: 

𝑆𝑂𝐻R,s(𝑡) =
𝑅s(𝑡) − 𝑅nom,s

𝑅nom,s
=
∑ 𝑅𝑖(𝑡)
𝑛s
𝑖=1 −∑ 𝑅nom,𝑖

𝑛s
𝑖=1

∑ 𝑅nom,𝑖
𝑛s
𝑖=1

 (41) 

with 𝑖 = 1,2, . . . , 𝑛s, and Eq. (36) for the resistance of cells in series connection. Assuming 𝑅nom,𝑖 =
𝑅nom results in:  

∑ 𝑅𝑖(𝑡)
𝑛s
𝑖=1 − ∑ 𝑅nom,𝑖

𝑛s
𝑖=1

∑ 𝑅nom,𝑖
𝑛s
𝑖=1

=
∑ (𝑅𝑖(𝑡) − 𝑅nom)
𝑛s
𝑖=1

𝑛s ∙ 𝑅nom
=

1

𝑛s
∙∑

𝑅𝑖(𝑡) − 𝑅nom
𝑅nom

𝑛s

𝑖=1

. (42) 

Finally, with the 𝑆𝑂𝐻R definition from Footnote 1 we conclude that in series connection the 𝑆𝑂𝐻R,s(𝑡) 
is the cells’ average 𝑆𝑂𝐻R,𝑖(𝑡), for both 𝑆𝑂𝐻R definitions: 
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1

𝑛s
∙∑

𝑅𝑖(𝑡) − 𝑅nom
𝑅nom

𝑛s

𝑖=1

=
1

𝑛s
∙∑𝑆𝑂𝐻R,𝑖(𝑡)

𝑛s

𝑖=1

. (43) 

 

Resistance-based State of Health of Parallel Connections 
The 𝑆𝑂𝐻R,p of cells in parallel connection depends on the definition of the 𝑆𝑂𝐻R. 

a) With the 𝑆𝑂𝐻R definition from Eq. (1) 𝑆𝑂𝐻R(𝑡) =
𝑅(𝑡)

𝑅nom
 it follows for a parallel connection: 

𝑆𝑂𝐻R,p(𝑡) =
𝑅p(𝑡)

𝑅nom,p
=

(∑ 𝑅𝑗(𝑡)
−1𝑛p

𝑗=1
)
−1

(∑ 𝑅nom,𝑗
−1𝑛p

𝑗=1
)
−1 =

∑ 𝑅nom,𝑗
−1𝑛p

𝑗=1

∑ 𝑅𝑗(𝑡)
−1𝑛p

𝑗=1

 (44) 

with 𝑗 = 1,2, . . . , 𝑛p. Assuming 𝑅nom,𝑗 = 𝑅nom results in:  

∑ 𝑅nom
−1𝑛p

𝑗=1

∑ 𝑅𝑗(𝑡)
−1𝑛p

𝑗=1

=
𝑛p

𝑅nom
∙

1

∑ 𝑅𝑗(𝑡)
−1𝑛p

𝑗=1

=
𝑛p

∑
𝑅nom
𝑅𝑗(𝑡)

𝑛p
𝑗=1

=
𝑛p

∑ (
𝑅𝑗(𝑡)

𝑅nom
)
−1

𝑛p
𝑗=1

. 
(45) 

Finally, with the 𝑆𝑂𝐻R definition from Eq. (1) we conclude that in parallel connection the 𝑆𝑂𝐻R,p(𝑡) 

is inversely dependent on the sum of the inverse s cells’ 𝑆𝑂𝐻R,𝑗(𝑡): 

𝑛p

∑ (
𝑅𝑗(𝑡)

𝑅nom
)
−1

𝑛p
𝑗=1

=
𝑛p

∑
1

𝑆𝑂𝐻R,𝑗(𝑡)
𝑛p
𝑗=1

. 
(46) 

b) With the 𝑆𝑂𝐻R definition from Footnote 1 𝑆𝑂𝐻R(𝑡) =
𝑅(𝑡)−𝑅nom

𝑅nom
 it follows: 

𝑆𝑂𝐻R,p(𝑡) =
𝑅p(𝑡) − 𝑅nom,p

𝑅nom,p
=

𝑅p(𝑡)

𝑅nom,p
− 1 =

(∑ 𝑅𝑗(𝑡)
−1𝑛p

𝑗=1
)
−1

(∑ 𝑅nom,𝑗
−1𝑛p

𝑗=1
)
−1 − 1

=
∑ 𝑅nom,𝑗

−1𝑛p
𝑗=1

∑ 𝑅𝑗(𝑡)
−1𝑛p

𝑗=1

− 1 

(47) 

with 𝑗 = 1,2, . . . , 𝑛p. Assuming 𝑅nom,𝑗 = 𝑅nom results in:  

∑ 𝑅nom,𝑗
−1𝑛p

𝑗=1

∑ 𝑅𝑗(𝑡)
−1𝑛p

𝑗=1

− 1 =
𝑛p

𝑅nom
∙

1

∑ 𝑅𝑗(𝑡)
−1𝑛p

𝑗=1

− 1 =
𝑛p

∑
𝑅nom
𝑅𝑗(𝑡)

𝑛p
𝑗=1

− 1 =
𝑛p

∑ (
𝑅𝑗(𝑡)

𝑅nom
)

−1
𝑛p
𝑗=1

− 1

=
𝑛p

∑ (
𝑅𝑗(𝑡)

𝑅nom
− 1 + 1)

−1
𝑛p
𝑗=1

− 1 =
𝑛p

∑ (
𝑅𝑗(𝑡) − 𝑅nom

𝑅nom
+ 1)

−1
𝑛p
𝑗=1

− 1. 

(48) 

Finally, with the 𝑆𝑂𝐻R definition from Footnote 1 we conclude that: 

𝑛p

∑ (
𝑅𝑗(𝑡) − 𝑅nom

𝑅nom
+ 1)

−1
𝑛p
𝑗=1

− 1 =
𝑛p

∑
1

𝑆𝑂𝐻R,𝑗(𝑡) + 1
𝑛p
𝑗=1

− 1. 

 

(49) 

 




